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1. Introduction

In this section we introduce the terms and notations that will be used later.

1.1. Banach algebras. Let A be a complex unital Banach algebra with the unit
1 and let a ∈ A. Denote the spectrum, the spectral radius and the resolvent set
of a by σ(a), r(a) and ρ(a), respectively. The sets of all invertible, nilpotent,
quasinilpotent and idempotent elements in A will be denoted by A−1, Anil, Aqnil

and A•, respectively.
In Banach algebras, we can use idempotents to represent elements in a matrix

form. Let p, q ∈ A• be arbitrary idempotents. Then an element a ∈ A can be
written as a = paq+pa(1−q)+(1−p)aq+(1−p)a(1−q). We can use the following
notation: a11 = paq, a12 = pa(1− q), a21 = (1− p)aq, a22 = (1− p)a(1− q).

Thus, idempotents p, q ∈ A• determine representation of the element a ∈ A as
the sum such that a11 ∈ pAq, a12 ∈ pA(1−q), a21 ∈ (1−p)Aq, a22 ∈ (1−p)A(1−q),
which can be written in the following matrix form

a =

[
paq pa(1− q)

(1− p)aq (1− p)a(1− q)

]
p,q

=

[
a11 a12
a21 a22

]
p,q

.

We will also use the representation of an element in the matrix form in the case
p = q. Thus, we represent the element a ∈ A as a =

[
a11 a12
a21 a22

]
p
, where a11 = pap,

a12 = pa(1 − p), a21 = (1 − p)ap, a22 = (1 − p)a(1 − p). We will frequently avoid
the index p in [· · · ]p whenever there is no confusion.

Banach algebras pAp and (1− p)A(1− p) have the units. The unit in pAp is p,

and the unit in (1− p)A(1− p) is 1− p. Notice that p =
[
p 0
0 0

]
p
, 1 =

[ p 0
0 1−p

]
p
.

1.2. Generalized inverses in Banach algebras. An element a ∈ A is inner gener-
alized invertible (generalized invertible, inner invertible, relatively regular, regular),
if there exists some b ∈ A such that aba = a holds. In this case b is an inner (gen-
eralized) inverse of a. The set of all such inverses is denoted by a{1}, and the set

of all inner invertible elements in A is denoted by Â ≡ A(1). If a ∈ A−1, then a−1

is the only inner inverse of a.
An element a ∈ A is outer generalized invertible, if there exists some b ∈ A

satisfying b ̸= 0 and b = bab. Such b is called the outer generalized inverse of a. In
this case ba and 1 − ab are idempotents corresponding to a and b. The set of all
outer generalized invertible elements of A will be denoted with A(2).

If b is both inner and outer inverse of a, then b is a reflexive inverse of a.
If aba = a and c = bab, then aca = a and cac = c. Thus, inner invertibility im-

plies outer invertibility, and inner invertibility carries more invertibility properties
than the outer invertibility.

Djordjević and Wei introduced outer generalized inverses with prescribed idem-
potents in [24]

Definition 1.1. [24] Let a ∈ A and p, q ∈ A•. An element b ∈ A satisfying

bab = b, ba = p, 1− ab = q,

will be called a (p, q)-outer generalized inverse of a, written a
(2)
p,q = b.
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The uniqueness of a
(2)
p,q is provided in the following theorem.

Theorem 1.1. [24] Let a ∈ A and p, q ∈ A•. Then the following statements are
equivalent

1) a
(2)
p,q exists;

2) (1− q)a = (1− q)ap, and there exists some b ∈ A such that pb = b, bq = 0
and ab = 1− q.

Moreover, if a
(2)
p,q exists, then it is unique.

The set of all outer generalized invertible elements of A with prescribed idem-

potents p, q ∈ A• will be denoted with A(2)
p,q.

The generalized Drazin inverse of a ∈ A is the element b ∈ A which satisfies

bab = b, ab = ba, a− a2b ∈ Aqnil.

If b exists, it is unique and will be denoted by ad. The set Ad consists of all a ∈ A
such that ad exists. Koliha [35] studied the generalized Drazin inverse in Banach
algebras. Harte gave an alternative definition of a generalized Drazin inverse in a
ring [32].

The Drazin inverse is a special case of the generalized Drazin inverse for which
a− a2b ∈ Anil. The group inverse is a special case of the Drazin inverse for which
a − a2b ∈ Anil is replaced with a = aba. By a# will be denoted the group inverse
of a.

An element p = p2 ∈ A is a spectral idempotent of a if

ap = pa ∈ Aqnil, a+ p ∈ A−1.

Such an element is unique if it exists and it will be denoted by aπ [30, 33, 35, 36].
Recall that aπ = 1−aad. For the theory of generalized inverses and its applications,
we refer the reader to [3, 5, 22].

Theorem 1.2. 1) An element a ∈ A is generalized Drazin invertible, if and only
if 0 /∈ accσ(a).

2) An element a ∈ A is Drazin invertible, if and only if 0 /∈ accσ(a) and 0 is
the pole of the resolvent λ 7→ (λ− a)−1.

If a is Drazin invertible and (a − a2ad)n = 0, then the smallest such n is the
Drazin index of a, denoted by ixd(a). If such n does not exist and a is generalized
Drazin invertible, then ixd(a) = ∞.

If A is a the algebra of all bounded linear operators on a Banach space X, then
A ∈ A is Drazin invertible if and only if asc(A) < ∞ and dsc(A) < ∞. Here asc(A),
the ascent of A, is the minimal n such that N (An+1) = N (An) (if such n exists),
and dsc(A), the descent of A, is the minimal n such that R(An+1) = R(An). In
this case, ixd(A) = asc(A) = dsc(A) = n.

The Drazin inverse is very important in various applied mathematical fields such
as iterative methods, singular differential equations, singular difference equations,
Markov chains and so on. Under specific conditions many authors have studied
representations for the Drazin inverse [11,13,23,34,46,57].
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2. Axiomatic spectrum

In this section we recall the axiomatic spectrum, which is introduced in [43] and
widely investigated in [49, pages 51–58].

Definition 2.1. A non-empty set R (R ⊂ A) is a regularity, provided that the
following holds

1) If a ∈ A and n ∈ N, then a ∈ R if and only if an ∈ R;
2) If a, b, c, d ∈ A are mutually commuting elements and ac+ bd = 1, then

ab ∈ R ⇐⇒ a ∈ R and b ∈ R.

Lemma 2.1. If R is a regularity in A, then A−1 ⊂ R.

Definition 2.2. If R is a regularity in A and a ∈ A, then the R-spectrum of a is
defined as σR(a) = {λ ∈ C : λ− a /∈ R}.

We collect some properties of the regularity that we will use later.

Corollary 2.1. If R is a regularity in A, then
(1) σR(a) ⊂ σ(a) for every a ∈ A;
(2) σR(a− λ) = σR(a)− λ for every a ∈ A and every λ ∈ C.

Definition 2.3. The mapping a 7→ σR(a) is upper semicontinuous, if

an, a ∈ A, lim
n→∞

an = a, λn ∈ σR(an), lim
n→∞

λn = λ =⇒ λ ∈ σR(a).

The following result holds [49, page 55].

Theorem 2.1. Let R be a regularity in A. The the following statements are equiv-
alent

1) The mapping a 7→ σR(a) is upper semicontinuous;
2) The mapping a 7→ σR(a) is upper semicontinuous and σR(a) is closed for

every a ∈ A;
3) R is open in A.

Lemma 2.2. Let p ∈ A• and let R be a regularity in A. Then

Rp =

{
a ∈ pAp : a1 =

[
a 0
0 1− p

]
p

∈ R

}
is the regularity in pAp induced by p.

Proof. Let a = pap ∈ pAp and n ∈ N. Then

a1 =

[
a 0
0 1− p

]
p

, an1 =

[
an 0
0 1− p

]
p

.

Since a1 ∈ R if and only if an1 ∈ R, it is obvious that an ∈ Rp if and only if an1 ∈ Rp.
Now, let a, b, c, d ∈ pAp mutually commute and ac+ bd = p. Again, let

a1 =

[
a 0
0 1− p

]
p

, b1 =

[
b 0
0 1− p

]
p

, c1 =

[
c 0
0 1− p

]
p

, d1 =

[
d 0
0 1− p

]
p

.
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We obviously have

a1c1 + b1d1 =

[
p 0
0 1− p

]
p

= 1.

Hence, a1b1 ∈ R if and only if a1 ∈ R and b1 ∈ R. The last is trivially equivalent
to ab ∈ Rp if and only if a ∈ Rp and b ∈ Rp. □

Definition 2.4. An open regularity R in A is strong, if the following holds

a = c−1bc =⇒ (a ∈ R ⇐⇒ b ∈ R).

It seems that the notion of strong regularity is not investigated in [43] and [49].
As a corollary, we get the result.

Corollary 2.2. If R is a strong regularity and a = c−1bc, then σR(a) = σR(b).

2.1. Schur complement. Let M be a 2 × 2 block matrix M =
[
A B
C D

]
, where

A ∈ Cm×n, B ∈ Cm×k, C ∈ Cl×n and D ∈ Cl×k. If A is invertible, then the Schur
complement of A in M is defined as

S = D − CA−1B.

If M is invertible, then S is invertible, too, and M can be decomposed as

M =

[
Im 0

CA−1 Il

] [
A 0
0 S

] [
Im A−1B
0 Il

]
,

where It is the identity matrix of order t. In this case, the inverse of M can be
written as

(2.1)

M−1 =

[
Im −A−1B
0 Il

] [
A−1 0
0 S−1

] [
Im 0

−CA−1 Il

]
=

[
A−1 +A−1BS−1CA−1 −A−1BS−1

−S−1CA−1 S−1

]
.

The result (2.1) is well known as the Banachiewicz–Schur form of M , and it has
been used in dealing with inverses of block matrices.

Let x =
[
a b
c d

]
p
∈ A relative to the idempotent p ∈ A. If a ∈ (pAp)−1 and the

Schur complement s = d− ca−1b ∈ ((1− p)A(1− p))−1, then the inverse of x has
the Banachiewicz–Schur form

x−1 =

[
a−1 + a−1bs−1ca−1 −a−1bs−1

−s−1ca−1 s−1

]
.

3. Bounded operators on Banach and Hilbert spaces

Let L(X,Y ) denote the set of all bounded linear operators from X to Y . We
abbreviate L(X) = L(X,X). For A ∈ L(X,Y ) we use R(A) and N (A) to denote
the range and the null-space of A, respectively. The set of all finite rank operators
from X to Y is denoted by F(X,Y ). We abbreviate F(X) = F(X,X).

We use Gl(X,Y ), Gr(X,Y ) and G(X,Y ), respectively, to denote the set of all
left, the set of all right and the set of all invertible operators from L(X,Y ). The
abbreviations Gl(X), Gr(X) and G(X) are clear. Recall that A ∈ Gl(X,Y ) if and
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only if N (A) = {0} and R(A) is closed and complemented in Y . Also, A ∈ Gr(X)
if and only if N (A) is complemented in X and R(A) = Y .

Two Hilbert spaces, among other things, can be compared by their orthogonal
dimensions. In the case of Banach spaces it seems that the existence of left or right
invertible operators is a useful substitution.

Definition 3.1. If X and Y are Banach spaces, then X can be embedded in Y , if
there exists a left invertible operator W ∈ L(X,Y ). The notation is X ⪯ Y .

Also, X ⪯ Y if and only if there exists right invertible operator J1 : Y → X.
If X and Y are Hilbert spaces, then X ⪯ Y if and only if dimX ⩽ dimY .
We use X ′ to denote the dual space of X. If A ∈ L(X,Y ), then A′ ∈ L(Y ′, X ′)

is the dual operator of A.

3.1. Operator matrices. Let Z be a Banach space, such that Z = X⊕Y for some
closed and complementary subspaces X and Y . This sum will be also denoted by[
X
Y

]
. If Z is a Hilbert space, then we always assume that X and Y are closed

and mutually orthogonal subspaces of Z, so in this case Z = X ⊕ Y denotes the
orthogonal sum.

If W is a finite dimensional subspace of a Banach space, then dimW denotes the
dimension of W . If W is infinite dimensional, then we simply write dimW = ∞.
However, if X is a Hilbert space and W is a closed subspace of X, then dimW is
the orthogonal dimension of W .

If Z = X⊕Y , then every bounded linear operator M ∈ L(Z) can be represented
in the following matrix representation

M =

[
A B
C D

]
:

[
X
Y

]
→
[
X
Y

]
,

for some A ∈ L(X), B ∈ L(Y,X), C ∈ L(X,Y ) and D ∈ L(Y ). On the other hand,
arbitrary operators A,B,C,D (bounded and linear on corresponding subspaces)
give a bounded linear operator M on the space Z.

We will study operators in the following matrix representations

• M(T,S) =
[
A C
T S

]
, where the operators A and C are given, and operators T

and S arbitrary. The notation M(T,S) is taken to be clear that the operator
M(T,S) depends of operators T and S;

• MC =
[
A C
0 B

]
, where the operators A and B are given, and the operator C

is arbitrary. Also, the notation MC is clear.

Specially, if C = 0 in the operator MC , we have diagonal operator matrix and
we denote it as M0. So, M0 =

[
A 0
0 B

]
.

3.2. Applications to generalized inverses. Let B ∈ L(X,Y ) be given. B is
relatively regular (inner invertible) if there exists some D ∈ L(Y,X) such that
BDB = B holds. In this case D is an inner inverse of B. It is well-known that B is
relatively regular, if and only if R(B) and N (B) are closed and complemented in
Y and X, respectively. If DBD = D holds and D ̸= 0, then B is outer invertible,
and D is an outer inverse of B. If B ̸= 0, then it is a corollary of the Hahn–Banach
theorem that there exists some non-zero outer inverse D of B. If D is both inner
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and outer inverse of B, then D is a reflexive inverse of B. Moreover, if D is an
inner inverse of B, then DBD is a reflexive inverse of B.

If D ∈ L(Y,X) is a reflexive inverse of B ∈ L(X,Y ), then BD is the projection
from Y onto R(B) parallel to N (D), and DB is the projection from X onto R(D)
parallel to N (B). On the other hand, if X = U ⊕ N (B) and Y = R(B) ⊕ V for
closed subspaces: U of X and V of Y , then B have the matrix form

B =

[
B1 0
0 0

]
:

[
U

N (B)

]
→
[
R(B)
V

]
,

and B1 is invertible. It is easy to see that

D =

[
B−1

1 0
0 0

]
:

[
R(B)
V

]
→
[

U
N (B)

]
is the reflexive inverse of B satisfying R(B) = U and N (D) = V .

It is also obvious that every inner generalized inverse of B has the form

E =

[
B−1

1 K
L M

]
:

[
R(B)
V

]
→
[

U
N (B)

]
,

where K,L,M are arbitrary bounded linear operators on appropriate spaces.
If H,K are Hilbert spaces, and A ∈ L(H,K), then the Moore–Penrose inverse of

A is the unique operator A† ∈ L(K,H) (in the case when it exists) which satisfies

AA†A = A, A†AA† = A†, (AA†)∗ = AA†, (A†A)∗ = A†A.

The Moore–Penrose inverse of A ∈ L(H,K) exists if and only if R(A) is closed.
If A ∈ L(H,K) is left (right) invertible, then A† is a left (right) inverse of A.
It is obvious that A and A† have the following matrix forms with respect to the
orthogonal decompositions of subspaces

A =

[
A1 0
0 0

]
:

[
R(A∗)
N (A)

]
→
[
R(A)
N (A∗)

]
, A† =

[
A−1

1 0
0 0

]
:

[
R(A)
N (A∗)

]
→
[
R(A∗)
N (A)

]
,

and A1 is invertible.

3.3. Diagonal and triangular operator matrices. If R is a regularity in L(Z),
then corresponding regularities in L(X) and L(Y ) are, accoridng to previous sec-
tion, defined as follows

R1 =

{
A ∈ L(X) :

[
A 0
0 I

]
∈ R

}
, R2 =

{
B ∈ L(Y ) :

[
I 0
0 B

]
∈ R

}
.

Let Z = X ⊕ Y , A ∈ L(X), B ∈ L(Y ), C ∈ L(Y,X), and

M0 =

[
A 0
0 B

]
, MC =

[
A C
0 B

]
.

Lemma 3.1. [49, pages 53–54] σR(M0) = σR1(A) ∪ σR2(B).

Lemma 3.2. If R,R1, R2 are strong regularities, then σR(MC) ⊂ σR1
(A)∪σR2

(B)
for every C ∈ L(Y,X).
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Proof. Notice that [
I 0
0 nI

] [
A C
0 B

] [
I 0
0 1

nI

]
=

[
A 1

nC
0 B

]
= Mn.

Then σR(MC) = σR(Mn). Obviously, limn→∞ Mn = M . By the continuity of the
R-spectrum, we conclude that σR(MC) ⊂ σR1

(A) ∪ σR2
(B). □

4. Semi-Fredholm operators

An operator A ∈ L(X,Y ) is upper semi-Fredholm, if N (A) is finite dimensional,
and R(A) is closed. The set of all such operators is denoted by Φ+(X,Y ).

A ∈ L(X,Y ) is lower semi-Fredholm, if R(A) is finite codimensional. It ime-
diatelly follows that R(A) is closed. The set of all such operators is denoted by
Φ−(X,Y ).

The set of Fredholm operators is Φ(X,Y ) := Φ+(X,Y ) ∩ Φ−(X,Y ).
Obviously, Fredholm operators are relatively regular, but semi-Fredholm op-

erators are not necessarily relative regular. If we require relative regularity of
semi-Fredholm operators, then we obtain left and right semi-Fredholm operators

Φl(X,Y ) := Φ+(X,Y ) ∩ ̂L(X,Y ),

Φr(X,Y ) := Φ−(X,Y ) ∩ ̂L(X,Y ).

If N (A) is finite dimensional, then nul(A) = dimN (A). If N (A) is infinite
dimensional, then nul(A) = ∞. Similarly, if R(A) is finite codimensional, then
def(A) = dimY/R(A). If R(A) is infinite codimensional, then def(A) = ∞.

We restore the proof of main results in Fredholm theory using operator matrices.

Theorem 4.1. Let A ∈ Φ−(X,Y ) and B ∈ Φ−(Y, Z). Then BA ∈ Φ−(X,Y ).

Proof. Since def(A) < ∞ and def(B) < ∞, we conclude that there exist: a finite
dimensional subspace Y1 of Y such that Y = R(A) ⊕ Y1, and a finite dimensional
subspace Z1 of Z such that Z = R(B) ⊕ Z1. It follows that we have matrix form
of A

A =

[
A1

0

]
: X →

[
R(A)
Y1

]
,

where A1 : X → R(A) is onto. The matrix form of B is

B =

[
B1 B2

0 0

]
:

[
R(A)
Y1

]
→
[
R(B)
Z1

]
,

where B1 : R(A) → R(B) and B2 : Y1 → R(B). We have

R(B) =

{[
B1 B2

0 0

] [
x
y

]
: x ∈ R(A), y ∈ Y1

}
=

{[
B1x+B2y

0

]
: x ∈ R(A), y ∈ Y1

}
= R(B1) +R(B2).
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Since Y1 is finite dimensional, we conclude that R(B2) = B2(Y1) is finite dimen-
sional. Thus, def(B1) ⩽ dimR(B2) < ∞.

We see that

BA =

[
B1A1

0

]
: X →

[
R(B)
Z1

]
.

Using the fact that A1 : X → R(A) is onto, we get

def(BA) = def(B1A1) + dimZ1 = def(B1) + def(B) < ∞.

It follows that R(BA) is closed. The result is proved. □

Now we state the well-know results.

Lemma 4.1. Let X be a normed space, let M be a closed subspace of X, and let
N be a finite dimensional subspace of X. Then M +N is a closed subspace of X.

Proof. Without loss of generality, we can assume that M ∩ N = {0}. Consider
the quotient normed space Y = X/M , and the natural continuous epimorphism
π : X → Y . Since N is finite dimensional, we get that π(N) is finite dimensional in
Y , so π(N) is closed in Y . From the continuity of π we get thatM+N = π−1(π(N))
is closed in X. □

Theorem 4.2. Let A ∈ Φ+(X,Y ) and B ∈ Φ+(Y, Z). Then BA ∈ Φ+(X,Z).

Proof. Since N (A) and N (B) are finite dimensional, there exist: a closed subspace
X1 of X such that X = X1 ⊕ N (A), and a closed subspace Y1 of Y such that
Y = Y1 ⊕N (B). Thus, A has the matrix form

A =

[
A1 0
A2 0

]
:

[
X1

N (A)

]
→
[

Y1

N (B)

]
,

where A1 : X1 → Y1 and A2 : X1 → N (B). Also, B has the matrix form

B =
[
B1 0

]
:

[
Y1

N (B)

]
→ Z,

where B1 : Y1 → Z is one-to-one with closed range.
We see that

BA =
[
B1A1 0

]
:

[
X1

N (A)

]
→ Z.

Let x =
[
x1
x2

]
∈
[ X1

N (A)

]
. We have that x ∈ N (BA) if and only if B1A1x1 = 0.

Since B1 is one-to-one, we conclude that A1x1 = 0. Hence, N (BA) = N (A1) ⊕
N (A).

If we take x1 ∈ N (A1) and x1 ̸= 0, then it is not possible A2x1 = 0. On
the opposite, if A2x1 = 0 then x1 ∈ X1 ∩ N (A) = {0}. We conclude that the
restriction A2|N (A1) : N (A1) → N (B) is one-to-one. This means that dimN (A1) ⩽
dimN (B) < ∞. Finally,

dimN (BA) = dimN (A1) + dimN (A) ⩽ dimN (B) + dimN (A) < ∞.
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We have to prove that R(BA) is closed. We already mentioned that N (A1) is
finite dimensional in X1. Hence, there exsits a closed subspace X2 of X1 such that
X1 = X2 ⊕N (A1). Thus, A1 has the matrix form

A1 =
[
A11 0

]
:

[
X2

N (A1)

]
→ Y1,

where A11 : X2 → Y1 is one-to-one. Then, A2 has the following matrix form

A2 =
[
A21 A22

]
:

[
X2

N (A1)

]
→ N (B),

where A21 : X2 → N (B) and A22 : N (A1) → N (B). Since N (B) is finite dimen-
sional, we get that A21 and A22 are both finite rank operators. Moreover, A22 is
one-to-one, but this is not important right now.

We get the matrix form of A as follows

A =

[
A11 0 0
A21 A22 0

]
:

 X2

N (A1)
N (A)

→
[

Y1

N (B)

]
.

It follows that

R(A) =

{[
A11x

A21x+A22y

]
: x ∈ X2, y ∈ N (A1)

}
= R

([
A11

A21

])
+R(A22).

The subspace R(A22) is finite dimensional and R(A) is closed. From Lemma 4.1 it

follows that the subspace R
([

A11

A21

])
is closed.

It is easy to see that for dual spaces we have (Y1 ⊕N (B))′ = Y ′
1 ⊕N (B)′. Thus,

similar holds for the dual operator[
A11

A21

]′
=
[
A′

11 A′
21

]
:

[
Y ′
1

N (B)′

]
→ X ′

2,

which has a closed range. Now, R
( [

A′
11 A′

21

] )
= R(A′

11) +R(A′
21). The subspace

R(A′
21) is finite dimensional. Again, by Theorem 4.1 it follows that R(A′

11) is
closed, and consequently, R(A11) is closed.

Finaly, R(BA) = B1(R(A11)) is closed. □

The index of a semi-Fredholm operator A is defined as

ind(A) = nul(A)− def(A).

5. Moore–Penrose and Drazin inverse of two projections on Hilbert space

Throughout this section, H,K will stand for Hilbert spaces. For A ∈ L(H,K)
we use A∗ to denote the adjoint operator of A.

An operator P ∈ L(H) is an idempotent if P = P 2, and P is an orthogonal
projection if P = P 2 = P ∗.

Generalized and hypergeneralized projections are inroduced in [27].

Definition 5.1. An operator G ∈ L(H) is

1) a generalized projection if G2 = G∗,
2) a hypergeneralized projection if G2 = G†.
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The set of all generalized projecton on H is denoted by GP(H) and set of all
hypergeneralized projecton is denoted by HGP(H).

Notice that if A ∈ L(H,K) has a closed range and A† is the Moore–Penrose
inverse of A, then AA† is orthogonal projection from K onto R(A), and A†A is the
orthogonal projection from H onto R(A∗).

An essential property of any P ∈ L(H) is that P is an orthogonal projection if
and only if it is expressible as P = AA†, for some A ∈ L(H).

Operator A ∈ L(H) is EP if AA† = A†A, or, in the other words, if A† = AD =
A#. There are many characterization of EP operators. In this paper, we use results
from [20].

In what follows, Ā will stand for I −A and PA will stand for AA†.
Let P,Q ∈ L(H) be orthogonal projectons and R(P ) = L. Since H = R(P ) ⊕

R(P )⊥ = L⊕ L⊥, we have the following representaton of projections P, P̄ ,Q, Q̄ ∈
L(H) with respect to the decomposition of space

P =

[
P1 0
0 0

]
=

[
IL 0
0 0

]
:

[
L
L⊥

]
→
[
L
L⊥

]
,

P̄ =

[
0 0
0 IL⊥

]
:

[
L
L⊥

]
→
[
L
L⊥

]
,

Q =

[
A B
B∗ D

]
:

[
L
L⊥

]
→
[
L
L⊥

]
,(5.1)

Q̄ =

[
IL −A −B
−B∗ IL⊥ −D

]
:

[
L
L⊥

]
→
[
L
L⊥

]
,

with A ∈ L(L) and D ∈ L(L⊥) being Hermitian and non-negative.
We prove the following two theorems, which are known for operators on Cn

(see [2]).

Theorem 5.1. Let Q ∈ L(H) be represented as in (5.1), and suppose that R(A),
R(A), R(D), R(D) and R(AA∗ +BB∗) are closed. Then the following holds

1) A = A2 +BB∗, or, equivalently, AĀ = BB∗,
2) B = AB +BD, or, equivalently, B∗ = B∗A+DB∗,
3) D = D2 +B∗B, or, equivalently, DD̄ = B∗B.

Proof. Since Q = Q2, we obtain[
A B
B∗ D

] [
A B
B∗ D

]
=

[
A2 +BB∗ AB +BD
B∗A+DB∗ B∗B +D2

]
=

[
A B
B∗ D

]
implying that A = A2 +BB∗, B = AB +BD and D = D2 +B∗B. □

Theorem 5.2. Let Q ∈ L(H) be represented as in (3). Then

1) R(B) ⊆ R(A),

2) R(B) ⊆ R(Ā),

3) R(B∗) ⊆ R(D),

4) R(B∗) ⊆ R(D̄),

5) A†B = BD̄†,

6) Ā†B = BD†,

7) A is a contraction,

8) D is a contraction,

9) A−BD†B∗ = IL − Ā Ā†.
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Proof. 1) Since A = A2 +BB∗, we have R(A) = R(A2 +BB∗) = R(AA∗ +BB∗).
To prove thatR(AA∗+BB∗) = R(A)+R(B), observe operator matrixM =

[
A B
0 0

]
.

For any x ∈ R(MM∗), there exisit y ∈ H such that x = MM∗y = M(M∗y)
and x ∈ R(M). On the other hand, for x ∈ R(M), there is y ∈ H and x = My.
Besides, MM†x = MM†My = My = x and MM† = MM∗(MM∗)† = PR(MM∗)

implying x ∈ R(MM∗). Hence, R(M) = R(MM∗) and

R(A) +R(B) = R(M) = R(MM∗) = R(AA∗ +BB∗)

and we have R(A) = R(A) +R(B) implying R(B) ⊆ R(A).
2) Since A = I − Ā, from Theorem 5.1 (1), we get Ā = Ā2 + BB∗. The rest of

the proof is analogous to the point (1) of this theorem.
3), 4) Similarly.
5) Since B = AB + BD, we have A†B = A†(AB + BD) = A†AB + A†BD and

using the facts that A†A = PR(A∗) and R(B) ⊆ R(A∗), we get A†AB = B and

A†B = B + A†BD, or, equivalently B = A†BD̄. Postmultiplying this equation
by D̄† and using item (4) of this Theorem, in its equivalent form BD̄ D̄† = B, we
obtain (5).

6) Analogously to the previous proof.
7) Since A = A∗, from Theorem 5.1 (1), we have that

IL −AA∗ = IL − (A−BB∗) = Ā+BB∗,

and the right-hand side is nonnegative as a sum of two nonnegative operators
implying that A is a contraction.

8) This part of the proof is dual to the part (7).
9) From Theorem 5.1 (1), item (6) of this Theorem and the fact that hermitian

operator A commutes with its MP-inverse, it follows that

BD†B∗ = Ā†BB∗ = Ā†AĀ = Ā†(I − Ā)Ā = Ā†Ā− Ā†Ā Ā = Ā†Ā− Ā

by taking into account that Ā Ā† = Ā†Ā. Now, we get A − BD†B∗ = I − Ā†Ā,
establishing the condition. □

Following the results of Gross and Trenkler for matrices, we will formulate a
few theorems for generalized and hypergeneralized projections on arbitrary Hilbert
space. We start with the result which is very similar to Theorem (1) in [27].

Theorem 5.3. Let G ∈ L(H) be a generalized projection. Then G is a closed
range operator and G3 is an orthogonal projection on R(G). Moreover, H has
decomposition H = R(G)⊕N (G) and G has the following matrix representaton

G =

[
G1 0
0 0

]
:

[
R(G)
N (G)

]
→
[
R(G)
N (G)

]
,

where restriction G1 = G|R(G) is unitary on R(G).

Proof. If G is a generalized projection, then G4 = (G2)2 = (G∗)2 = (G2)∗ =
(G∗)∗ = G. From GG∗G = G4 = G follows that G is a partial isometry implying
that

G3 = GG∗ = PR(G), G3 = G∗G = PN (G)⊥ .
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Thus, G3 is an orthogonal projection ontoR(G) = N (G)⊥ = R(G∗). Consequently,
R(G) is a closed subset in H as a range of an orthogonal projection on a Hilbert
space. From Lemma (1.2) in [20] we get the following decomposition of the space

H = R(G∗)⊕N (G) = R(G)⊕N (G).

Now, G has the following matrix representation in accordance with this decompo-
sition

G =

[
G1 0
0 0

]
:

[
R(G)
N (G)

]
→
[
R(G)
N (G)

]
,

where G2
1 = G∗

1, G
4
1 = G1 and G1G

∗
1 = G∗

1G1 = G3
1 = IR(G). □

Theorem 5.4. Let G,H ∈ GP(H) and H = R(G) ⊕ N (G). Then G and H has
the following representation with respect to decomposition of the space

G =

[
G1 0
0 0

]
:

[
R(G)
N (G)

]
→
[
R(G)
N (G)

]
,

H =

[
H1 H2

H3 H4

]
:

[
R(G)
N (G)

]
→
[
R(G)
N (G)

]
,

where

H∗
1 = H2

1 +H2H3, H∗
2 = H3H1+H4H3, H∗

3 = H1H2+H2H4, H∗
4 = H3H2+H2

4 .

Furthermore, H2 = 0 if and only if H3 = 0.

Proof. Let H = R(G) ⊕ N (G). Then representation of G follows from Theorem
(1) in [27] and let H has representation

H =

[
H1 H2

H3 H4

]
.

Then, from

H2 =

[
H2

1 +H2H3 H1H2 +H2H4

H3H1 +H4H3 H3H2 +H2
4

]
=

[
H∗

1 H∗
3

H∗
2 H∗

4

]
= H∗,

conclusion follows directly.
If H2 = 0, then H∗

3 = H1H2 + H2H4 = 0 and H3 = 0. Analogously, H3 = 0
implies H2 = 0. □

Theorem 5.5. Let G ∈ L(H) be a hypergeneralized projection. Then G is a closed
range operator and H has decomposition H = R(G) ⊕ N (G). Also, G has the
following matrix representaton with the respect to decomposition of the space

G =

[
G1 0
0 0

]
:

[
R(G)
N (G)

]
→
[
R(G)
N (G)

]
,

where restriction G1 = G|R(G) satisfies G3
1 = IR(G).

Proof. If G is a hypergeneralized projecton, then G and G† commute and G is
EP. Using Lemma (1.2) in [20], we get the following decomposition of the space
H = R(G)⊕N (G) and G has the required representation. □
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6. Moore–Penrose and Drazin inverse of two orthogonal projections

We start this secton with theorem which gives matrix representation of the
Moore–Penrose inverse of product, difference and sum of orthogonal projections.

Theorem 6.1. Let orthogonal projections P,Q ∈ L(H) be represented as in (1)
and (2). If the Moore–Penrose inverses of PQ, P − Q and P + Q exist, then the
following holds

1) (PQ)† =
[
AA† 0
B∗A† 0

]
:
[
L
L⊥

]
→

[
L
L⊥

]
and R(PQ) = R(A),

2) (P −Q)† =
[

Ā Ā† −BD†

−B∗Ā† −DD†

]
:
[
L
L⊥

]
→

[
L
L⊥

]
and R(P −Q) = R(Ā)⊕R(D),

3) (P +Q)† =
[
1
2 (I + Ā Ā†) −BD†

−D†B∗ 2D† −DD†

]
:
[
L
L⊥

]
→

[
L
L⊥

]
and R(P +Q) = L⊕R(D).

Proof. 1) Using representatons for orthogonal projections P,Q ∈ L(H), the well
known Harte-Mbekhta formula (PQ)† = (PQ)∗(PQ(PQ)∗)† and Theorem 5.1 1),
we obtain

(PQ)† =

[
A 0
B∗ 0

] [
A2 +BB∗ 0

0 0

]†
=

[
AA† 0
B∗A† 0

]
.

From PQ(PQ)† = PR(PQ), we obtain

(PQ)(PQ)† =

[
A B
0 0

] [
AA† 0
B∗A† 0

]
=

[
AA† 0
0 0

]
,

or, in the other words, R(PQ) = R(A).
2) Similarly to part 1), we can calculate the Moore–Penrose inverse of P −Q as

follows
(P −Q)† = (P −Q)∗((P −Q)(P −Q)∗)†

=

[
Ā −B

−B∗ −D

] [
Ā2 +BB∗ −ĀB +BD

−B∗Ā+DB∗ B∗B +D2

]†
=

[
Ā −B

−B∗ −D

] [
Ā† 0
0 D†

]
=

[
Ā Ā† −BD†

−B∗Ā† −DD†

]
.

For the range of P −Q we have

PR(P−Q) = (P −Q)(P −Q)†

=

[
Ā Ā Ā† +BD†B∗ −ĀBD† +BDD†

−B∗Ā Ā† +DD†B∗ B∗BD† +DDD†

]
=

[
Ā Ā† 0
0 DD†

]
,

implying R(P −Q) = R(Ā)⊕R(D).
3) The Moore–Penrose inverse of P + Q has the following representation with

the respect to decomposition of the space

(P +Q)† =

[
X1 X2

X3 X4

]
:

[
L
L⊥

]
→
[
L
L⊥

]
.

In order to calculate (P + Q)†, we will use Moore–Penrose equations. From the
first Moore–Penrose equation, (P +Q)(P +Q)†(P +Q) = P +Q, we have

((I +A)X1 +BX3)(I +A) + ((I +A)X2 +BX4)B
∗ = I +A,
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((I +A)X1 +BX3)B + ((I +A)X2 +BX4)D = B,

(B∗X1 +DX3)(I +A) + (B∗X2 +DX4)B
∗ = B∗,

(B∗X1 +DX3)B + (B∗X2 +DX4)D = D.

The second Moore–Penrose equation, (P +Q)†(P +Q)(P +Q)† = (P +Q)†, implies

(X1(I +A) +X2B
∗)X1 + (X1B +X2D)X3 = X1,

(X1(I +A) +X2B
∗)X2 + (X1B +X2D)X4 = X2,

(X3(I +A) +X4B
∗)X1 + (X3B +X4D)X3 = X3,

(X3(I +A) +X4B
∗)X2 + (X3B +X4D)X4 = X4,

while the third and fourth Moore–Penrose equations, ((P +Q)(P +Q)†)∗ = (P +
Q)(P +Q)† and ((P +Q)†(P +Q))∗ = (P +Q)†(P +Q), give X3 = X∗

2 . Further
calculations show that

(I +A)X1 +BX∗
2 = IL,

(I +A)X2 +BX4 = 0,

B∗X1 +DX∗
2 = 0,

B∗X2 +DX4 = DD†.

According to Theorem 5.2 2), 3), from B∗X1+DX∗
2 = 0 we get D†B∗X1+X2 = 0,

or equivalently, X∗
2 = −D†B∗X1.

From (I + A)X1 + BX∗
2 = IL and Theorem 5.2 1), we get (2I − Ā Ā†)X1 = IL

i.e. X1 = (2I − Ā Ā†)−1 = 1
2 (I + Ā Ā†). Theorem 5.1 3) and B∗X2 +DX4 = DD†

imply −B∗BD† + DX4 = DD†. Finally, we have X2 = −BD†, X3 = −D†B∗,
X4 = 2D† −DD† and

(P +Q)† =

[
1
2 (I + Ā Ā†) −BD†

−D†B∗ 2D† −DD†

]
.

In the same way as in the part 2),

PR(P+Q) = (P +Q)(P +Q)†

=

[
1
2 (I +A)(I + Ā Ā†)−BD†B∗ −(I +A)BD† + 2BD† −BDD†

1
2B

∗(I + Ā Ā†)−DD†B∗ −B∗BD† + 2DD† −DDD†

]
=

[
IL 0
0 DD†

]
,

which proves that R(P +Q) = L⊕R(D).
To prove the existence of the Moore–Penrose inverse of PQ, P−Q and P+Q, it is

sufficient to prove that these operators have closed range. Since Q is an orthogonal
projection, R(Q) is closed subset of H. Also,

R(Q) = Q(H) =

[
A B
B∗ D

] [
L
L⊥

]
=

[
R(A) +R(B)
R(B∗) +R(D)

]
= R(A) +R(D),

because items 1, 3 of Theorem 5.2 state that R(B) ⊆ R(A) and R(B∗) ⊆ R(D).
This implies that R(A) and R(D) are closed subsets of L and L⊥ respectively. If
R(A) is closed, then for every sequence (xn) ⊆ L, xn → x and Axn → y imply
x ∈ L and Ax = y. Now, (I−A)xn → x− y and x− y ∈ L, (I−A)x = x− y which
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proves that R(I −A) is closed. Consequently, R(PQ), R(I −A) and R(I +A) are
closed which completes the proof. □

Similar to Theorem 3.1 in [17], we have the following result.

Theorem 6.2. Let orthogonal projections P,Q ∈ L(H) be represented as in a
previous part. If the Drazin inverses of PQ, P −Q and P +Q exist, then P −Q
and P +Q are EP operators and the following holds

1) (PQ)D =

[
AD (AD)2B
0 0

]
and ixd(PQ) ⩽ ixd(A) + 1,

2) (P −Q)D = (P −Q)† and ixd(P −Q) ⩽ 1,
3) (P +Q)D = (P +Q)† and ixd(P +Q) ⩽ 1.

Proof. (1) Theorem 6.1 proves that R(PQ) is closed subset of H. Thus, the Drazin
inverse for this operators exists. According to representations of projections P,Q,
their product PQ and the Drazin inverse (PQ)D can be written in the following
way

PQ =

[
A B
0 0

]
, (PQ)D =

[
X1 X2

X3 X4

]
:

[
L
L⊥

]
→
[
L
L⊥

]
.

Equations that describe Drazin inverse are

(PQ)DPQ(PQ)D =

[
X1AX1 X1AX2

X3AX1 X3AX2

]
=

[
X1 X2

X3 X4

]
= (PQ)D,

(PQ)DPQ =

[
X1A X1B
X3A X3B

]
=

[
AX1 AX2

0 0

]
= PQ(PQ)D,

(PQ)n+1(PQ)D =

[
An+1X1 An+1X2

0 0

]
=

[
An An−1B
0 0

]
= (PQ)n.

Thus, from the first equation we have

X1AX1 = X1, X1AX2 = X2, X3AX1 = X3, X3AX2 = X4,

from the second equation

X1A = AX1, AX2 = X1B, X3A = 0, X3B = 0,

and the third equation implies

An+1X1 = An, An+1X2 = An−1B.

It is easy to conclude that X1 = AD, X3 = 0, X4 = 0. Equations X1AX2 = X2

and AX2 = X1B give X2
1B = X2. Finally,

(PQ)D =

[
AD (AD)2B
0 0

]
.

To estimate the Drazin index of PQ, suppose that ixd(A) = n. Then

(PQ)n+2(PQ)D =

[
An+2 An+1B
0 0

] [
AD (AD)2B
0 0

]
=

[
An+1 An+1ADB
0 0

]
=

[
An+1 AnB
0 0

]
= (PQ)n+1
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implying that ixd(PQ) ⩽ ixd(A) + 1.
2) Since (P −Q)(P −Q)∗ = (P −Q)∗(P −Q) and R(P −Q) = R(Ā)⊕R(D) is

closed, P −Q is EP operator as normal operator with closed range and (P −Q)† =
(P −Q)D. Besides,

(P −Q)2(P −Q)D = (P −Q)(P −Q)†(P −Q) = P −Q

and ixd(P −Q) ⩽ 1.
3) Similarly to 2), P + Q is EP operator and (P + Q)† = (P + Q)D,

ixd(P +Q) ⩽ 1. □

Theorem 6.3. Consider orthogonal projections P,Q ∈ L(H) as in a previous part.
Then the following holds

1) If PQ = QP or PQP = PQ, then

(P +Q)D =

[
IL − 1

2A 0
0 D

]
, (P −Q)D =

[
Ā 0
0 −D

]
.

2) If PQP = P , then

(P +Q)D =

[
1
2IL 0
0 D

]
, (P −Q)D =

[
0 0
0 −D

]
.

3) If PQP = Q, then

(P +Q)D =

[
IL − 1

2A 0
0 0

]
, (P −Q)D =

[
Ā 0
0 0

]
= P −Q.

4) If PQP = 0, then

(P +Q)D =

[
IL 0
0 D

]
= P +Q, (P −Q)D =

[
IL 0
0 −D

]
= P −Q.

Proof. Let

(P +Q)D =

[
X1 X2

X3 X4

]
:

[
L
L⊥

]
→
[
L
L⊥

]
.

1) If

PQ =

[
A B
0 0

]
=

[
A 0
B∗ 0

]
= QP or PQP =

[
A 0
0 0

]
=

[
A B
0 0

]
= PQ,

then B = B∗ = 0, IL +A is invertible and (IL +A)−1 = IL − 1
2A and according to

Theorem 5.1 3), D = D2. Thus, we can write

Q =

[
A 0
0 D

]
, P +Q =

[
IL +A 0

0 D

]
, (P +Q)n =

[
(IL +A)n 0

0 D

]
.

Verifying the equation

(P +Q)2(P +Q)D =

[
(IL +A)2X1 (IL +A)2X2

DX3 DX4

]
=

[
IL +A 0

0 D

]
= P +Q
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we get X2 = X3 = 0, DX4 = D. The other two equations,

(P +Q)D(P +Q)(P +Q)D = (P +Q)D and (P +Q)D(P +Q) = (P +Q)(P +Q)D,

give X4DX4 = X4, X4D = DX4 i.e., X4 = D. Thus,

(P +Q)D =

[
IL − 1

2A 0
0 D

]
.

Formula

(P −Q)D =

[
Ā 0
0 −D

]
follows form Theorem 6.2 2) and the fact that A = A2 implies ĀD = Ā2 = Ā.

2) If PQP = P , then A = IL and Theorem 5.1 implies B = B∗ = 0. Then,

Q =

[
IL 0
0 D

]
and from part 1) of this Theorem we conclude

(P +Q)D =

[
1
2IL 0
0 D

]
, (P −Q)D =

[
0 0
0 −D

]
.

3) From PQP = Q we get B = B∗ = D = 0 and A = A2. Now, IL + A is
invertible and

(P +Q)D = (P +Q)−1 =

[
(IL +A)−1 0

0 0

]
=

[
IL − 1

2A 0
0 0

]
, (P −Q)D =

[
Ā 0
0 0

]
.

4) If PQP = 0, then A = 0 and since R(B) ⊆ R(A), we conclude B = B∗ = 0.
In this case,

Q =

[
0 0
0 D

]
, P +Q =

[
IL 0
0 D

]
implying

(P +Q)D = P +Q =

[
IL 0
0 D

]
, (P −Q)D = P −Q =

[
IL 0
0 −D

]
. □

Theorem 6.4. Consider orthogonal projections P,Q ∈ L(H). If (PQ)D exists,
then (PQ)D = (QP )†(PQ)†(QP )†. Moreover, if PQ = QP , then PQ is the EP
operator and (PQ)D = (PQ)†, ixd(PQ) ⩽ 1.

Proof. Corollary 5.2 in [37] states that (PQ)† is idempotent for every orthogonal
projections P and Q. Thus, we can write

(PQ)† =

[
I 0
K 0

]
, PQ = (PQ)†† =

[
(I +K∗K)−1 (I +K∗K)−1K∗

0 0

]
.
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Denote by A = (I+K∗K)−1 and B = (I+K∗K)−1K∗ = AK∗. Then PQ =
[
A B
0 0

]
and according to Theorem 6.3 (1),

(PQ)D =

[
AD (AD)2B
0 0

]
=

[
I +K∗K (I +K∗K)2(I +K∗K)−1K∗

0 0

]
=

[
I +K∗K (I +K∗K)K∗

0 0

]
=

[
I +K∗K 0

0 0

] [
I K∗

0 0

]
=

[
I K∗

0 0

] [
I 0
K 0

] [
I K∗

0 0

]
= (QP )†(PQ)†(QP )†,

where we used ((PQ)†)∗ = ((PQ)∗)† = (QP )†.
If P and Q commute, then PQ is normal operator with closed range which means

it is EP operator (PQ)† = (PQ)D. □

7. Moore–Penrose and Drazin inverse
of generalized and hypergeneralized projections

Some of the results obtained in the previous section can be extended to gener-
alized and hypergeneralized projections.

Theorem 7.1. Let G,H ∈ L(H) be two generalized or hypergeneralized projec-
tions. If the Moore–Penrose inverse of GH exists, then it has the following matrix
representation

(GH)† =

[
(G1H1)

∗D−1 0
(G1H2)

∗D−1 0

]
,

where D = G1H1(G1H1)
∗ +G1H2(G1H2)

∗ > 0 is invertible.

Proof. From Theorems 5.3, 5.4 and 5.5, we see that R(G) = R(G1) is closed and
pair of generalized or hypergeneralized projections has matrix form

G =

[
G1 0
0 0

]
, H =

[
H1 H2

H3 H4

]
.

Then

GH =

[
G1H1 G1H2

0 0

]
and analogously to the proof of Theorem 6.1 1), we obtain mentioned matrix form.
Since R(GH) = R(G1) is closed, the Moore–Penrose (GH)† exists. □

Theorem 7.2. Let G,H ∈ L(H) be two generalized or hypergeneralized projections.
If the Drazin inverse of GH exists, then it has the following matrix representation

(GH)D =

[
(G1H1)

D ((G1H1)
D)2G1H2

0 0

]
.

Proof. Similarly to the proof of Theorem 6.2 1) and using Theorem 5.5. □

Theorem 7.3. Let G,H ∈ L(H) be two generalized projections. If the appropriate
operators have the Drazin or the Moore–Penrose inverse, then
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1) If GH = HG, then GH is EP and

(GH)† = (GH)D = (GH)∗ = (GH)2 = (GH)−1,

(GH)† =

[
(G1H1)

−1 0
0 0

]
.

2) If GH = HG = 0, then G+H is EP and

(G+H)† = (G+H)D = (GH)∗ = (G+H)2 = (G+H)−1,

(G+H)† =

[
G−1

1 0
0 H−1

4

]
.

3) If GH = HG = H∗, then G−H is EP and

(G−H)† = (G−H)D = (GH)∗ = (G−H)2 = (G−H)−1,

(G−H)† =

[
(G1 −H1)

−1 0
0 0

]
.

Proof. 1) If G,H ∈ L(H) are two commuting generalized projections, then from

(GH)∗ = H∗G∗ = H2G2 = (HG)2 = (GH)2

we conclude that GH is also generalized projection, and therefore EP operator.
Checking the Moore–Penrose equations for (GH)2, we see that they hold. From
the uniqueness of the Moore–Penrose inverse follows (GH)2 = (GH)† and

(GH)† = (GH)D = (GH)2.

From GH(GH)† = PR(GH), using matrix form of GH, we get G1H1(G1H1)
† = I,

or equivalently, (G1H1)
† = (G1H1)

−1. Finally,

(GH)† = (GH)D = (GH)∗ = (GH)2 = (GH)−1.

2) If GH = HG = 0, then (G + H)2 = G2 + H2 = G∗ + H∗ = (G + H)∗ and
G+H is a generalized projection. The rest of the proof is similar to part 1).

3) If GH = HG = H∗, then (G−H)2 = G2 −H2 = G∗ −H∗ = (G−H)∗ and
the rest of the proof is similar to part 1).

Matrix representations are easily obtained by using canonical forms of G and H
given in Theorem 5.4. □

Theorem 7.4. Let G,H ∈ L(H) be two hypergeneralized projections. If the ap-
propriate operators have Drazin or Moore–Penrose inverse, then

1) If GH = HG, then GH is EP and

(GH)† = (GH)D = (GH)2 = (GH)−1,

(GH)† =

[
(G1H1)

−1 0
0 0

]
.

2) If GH = HG = 0, then G+H is EP and

(G+H)† = (G+H)D = (G+H)2 = (G+H)−1,
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(G+H)† =

[
G−1

1 0
0 H−1

4

]
.

3) If GH = HG = H∗, then G−H is EP and

(G−H)† = (G−H)D = (G−H)2 = (G−H)−1,

(G−H)† =

[
(G1 −H1)

−1 0
0 0

]
.

Proof. 1) GH is EP operator and (GH)4 = GH, so it is a hypergeneralized pro-
jection. Since (GH)2 = (GH)†, operator GH commutes with its Moore–Penrose
inverse and (GH)† = (GH)D. From GH(GH)† =

[
I 0
0 0

]
follows (GH)† = (GH)−1.

Thus,

(GH)† = (GH)D = (GH)2 = (GH)−1.

2) If GH = HG = 0, then (G+H)2 = (G+H)† and H1 = H2 = H3 = 0 implies

G+H =

[
G1 0
0 H4

]
, (G+H)† =

[
G†

1 0

0 H†
4

]
.

From (G+H)(G+H)† = PR(G+H) = PR(G) + PR(H) and

(G+H)(G+H)† =

[
G1G

†
1 0

0 H4H
†
4

]
=

[
I 0
0 I

]
we conclude that G†

1 = G−1
1 , H†

4 = H−1
4 and (G+H)† = (G+H)−1.

3) Similarly to 2). □

8. Invertibility of operator matrices

8.1. Right invertibility of operator matrices M(T,S). In the first part of this
section we investigate the right invertibility of the operator M(T,S).

Theorem 8.1. Let A ∈ L(X) and C ∈ L(Y,X) be given operators. Then the
following statements are equivalent

1) There exist some T ∈ L(X,Y ) and S ∈ L(Y ) such that M(T,S) is right
invertible;

2) [A C] ∈ L(X ⊕ Y, Y ) is right invertible and Y ⪯ N ([A C]).

Proof. 1) =⇒ 2): Suppose that M(T,S) is right invertible for some T ∈ L(X,Y )
and S ∈ L(Y ). Then there exists a bounded linear operator[

E G
H F

]
:

[
X
Y

]
→
[
X
Y

]
such that

[
A C
T S

] [
E G
H F

]
=

[
IX 0
0 IY

]
.

It follows that
[
A C

][
E
H

]
= IX , so [A C] is right invertible. On the other hand,

we have [T S]
[
G
F

]
= IY and [A C]

[
G
F

]
= 0, so there exists a left invertible

operator
[
G
F

]
: Y →

[
X
Y

]
such that R

([
G
F

])
⊆ N ([A C]). Hence Y ⪯ N ([A C]).



A SURVEY ON 2 × 2 OPERATOR MATRICES AND THEIR APPLICATIONS 29

2) =⇒ 1): Suppose that [A C] :
[
X
Y

]
→ X is right invertible, and suppose that

Y ⪯ N ([A C]) holds. Let K =
[
E
H

]
: X →

[
X
Y

]
be a bounded right inverse of

[A C]. Then
[
X
Y

]
= R(K)⊕ (N ([A C])) and

(8.1) [A C]

[
E
H

]
= IX .

Let L : Y →
[
X
Y

]
be a left invertible operator such that R(L) ⊂ N ([A C]). Then

L =
[
G
F

]
: Y →

[
X
Y

]
. Since R(L) ⊂ N ([A C]), we get that

(8.2) [A C]

[
G
F

]
= 0.

N ([A C]) is complemented in X ⊕Y and R(L) is complemented in X ⊕Y . From
R(L) ⊂ N ([A C]) it follows that R(L) is complemented in N ([A C]). It follows
that there exists a closed subspace W such that N ([A C]) = R(L)⊕W . Now we
have X⊕Y = R(K)⊕N ([A C]) = R(K)⊕W ⊕R(L). There exists the bounded
left inverse N of L, such that N (N) = R(K) ⊕W . Such N has the matrix form
N = [T S] :

[
X
Y

]
→ Y . Then

(8.3) [T S]

[
G
F

]
= IY .

From R(K) ⊂ N (N) we have

(8.4) [T S]

[
E
H

]
= 0.

Finally, from (8.1), (8.2), (8.3) and (8.4) it follows that[
A C
T S

] [
E G
H F

]
=

[
IX 0
0 IY

]
.

Thus, the proof is completed. □

As a corollary, we obtain the following result for Hilbert space operators, which
is proved in [12, Theorem 1.1].

Corollary 8.1. Let Z = X ⊕ Y be a Hilbert space, where X,Y are closed and
mutually orthogonal. Let A ∈ L(X) and C ∈ L(Y,X) be given operators. Then the
following statements are equivalent

1) There exist some T ∈ L(X,Y ) and S ∈ L(Y ) such that M(T,S) is right
invertible;

2) R(A) +R(C) = Y and dimY ⩽ N ([A C]);
3) [A C] is right invertible operator and dimY ⩽ N ([A C]).

Notice that 2) is equivalent to 3) from the following reason: [A C] is right
invertible if and only if R([A C]) = Y ; on the other hand, it is easy to see that
R([A C]) = R(A) +R(C).

Finally, we mention that it seems more difficult to prove the analogous result
considering the left invertibility of M(T,S) on the Banach space X ⊕ Y .
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8.2. Invertibility of operator matrices MC . In this part, we will investigate the
invertibility of operator matrices MC =

[
A C
0 B

]
.

Actually, the invertibility of operators A and B implies the invertibility of oper-
ator MC for arbitrary operator C. The following lemma holds.

Lemma 8.1. Let X and Y be Banach spaces. If the operators A ∈ L(X) and
B ∈ L(Y ) are invertible, then the operator MC ∈ L(X ⊕ Y ) is invertible for every
operator C ∈ L(Y,X).

Proof. Let us prove that operator N =
[
A−1 −A−1CB−1

0 B−1

]
is the inverse of operator

MC . Indeed, it holds NMC = IX⊕Y ,MCN = IX⊕Y . So, for every operator C ∈
L(Y,X) it is M−1

C =
[
A−1 −A−1CB−1

0 B−1

]
. □

Specially, the inverse of operator M0 =
[
A 0
0 B

]
is the diagonal matrix M−1

0 =[
A−1 0
0 B−1

]
.

It is natural to ask ourselves if the opposite direction holds. More precisely, does
the invertibility of M0 implies the invertibility of any of operators A and B. In
the case of invertibility of operator M0, it holds that operator A is invertible if and
only if the operator B is invertible. This property is proved in the next well known
result.

Lemma 8.2. Let X and Y be Banach spaces and let A ∈ L(X), B ∈ L(Y ) and
M0 =

[
A 0
0 B

]
:
[
X
Y

]
→
[
X
Y

]
be operators. If two out of three given operators are

invertible, then the third one is also invertible.

Proof. The proof implies directly from the decompositions N (M0) = N (A)⊕N (B)
and R(M0) = R(A)⊕R(B). □

The main result in the paper [29] gives us necessary and sufficient conditions for
operator matrix MC to be invertible.

Theorem 8.2. Operator matrix MC is invertible for some operator C ∈ L(Y,X)
if and only if operators A ∈ L(X) and B ∈ L(Y ) satisfy the following conditions:

1) A is left invertible, 2) B is right invertible, 3) X/R(A) ∼= N (B).

Based on this theorem, we will examine equivalent conditions under which the
MC operator is injective or surjective.

As the part of the paper [21], we proved next theorem concerning sufficient
conditions for operator MC to be injective.

Theorem 8.3. Suppose that A ∈ L(X) and B ∈ L(Y ) satisfy the following: A is
left invertible, N (B) is complemented, and N (B) ⪯ X/R(A). Then there exists
some C ∈ L(Y,X) such that MC is injective.

Proof. There exist closed subspaces V of Y and W of X, such that Y = N (B)⊕V
and X = W ⊕R(A). Since N (B) ⪯ X/R(A), there exists a left invertible operator
C0 ∈ L(N (B),W ). Define C ∈ L(Y,X) as follows

C =

[
C0 0
0 0

]
:

[
N (B)
V

]
→
[

W
R(A)

]
.
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We prove that MC is injective. Let z =
[ x
y

]
∈ (X ⊕ Y ). From MCz = 0, we have[

A C
0 B

] [
x
y

]
=

[
0
0

]
.

Then, Ax + Cy = 0 and By = 0. From the first equation we have Ax = −Cy ∈
R(A) ∩ R(C) ⊆ R(A) ∩ W = {0}. Now, we have Ax = Cy = 0. Since A is
injective, we get x = 0. From By = 0, it follows that y ∈ N (B). Now, we have
Cy = C0y = 0. Since C0 is left invertible, it is also injective. From C0y = 0 we
conclude that y = 0. Thus,

[ x
y

]
=
[
0
0

]
and this proves that MC is injective. □

As it can be seen from the proof of the previous theorem, the condition N (B) ⪯
X/R(A) can be replaced by a weaker condition. More precisely, assumption that
there exists left invertible operator from N (B) to X/R(A) can be replaced by the
assumption about existence of injective operator.

So, the theorem is then as follows.

Theorem 8.4. Let A ∈ L(X) and B ∈ L(Y ) be operators such that following
conditions are satisfied

1) A is left invertible,
2) N (B) is compemented in Y ,
3) There exists an injective operator from N (B) to X/R(A).

Then, the operator MC is injective for some operator C ∈ L(Y,X).

Now, it is a question if the opposite direction holds in the previous theorems.
It is not proved the opposite direction, but it holds that two of the conditions
in Theorem 8.3 are actually equivalent to the conditions for left invertibility of
operator MC . The following theorem from [40] proves this.

Theorem 8.5. Operator MC is left invertible for some operator C ∈ L(Y,X) if
and only if operators A ∈ L(X) and B ∈ L(Y ) are such that satisfy the following
conditions:

1) A is left invertible, 2) N (B) ⪯ X/R(A).

Proof. (⇐=:) The same as it is in the proof of Theorem 8.3, let operator C0 ∈
L(N (B),W ) be left invertible and let the decomposition X = W ⊕ R(A) holds.
The operator C ∈ L(Y,X) is defined as

Cy =

{
C0y, y ∈ N (B)

0, y /∈ N (B)
.

Denote a left inverse of A with A1, and left inverse of C0 with D0. Then, the
operator D0 : W → N (B) is surjective and D0C0 = IN (B). Define the operator
D ∈ L(X,Y ) such that

D =
[
D0 0

]
:

[
W

R(A)

]
→ Y.

Let V = Y \N (B). Notice that the restriction operator B : V → R(B) is invert-
ible. Denote with B0 : R(B) → V the inverse of this restriction. It holds B0B = IV .
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Let the operator B1 ∈ L(Y ) be defined as follows

B1y =

{
B0y, y ∈ R(B)

0, y /∈ R(B)
.

Let

N =

[
A1 0
D B1

]
:

[
X
Y

]
→
[
X
Y

]
.

Then,

NMC =

[
A1 0
D1 B1

] [
A C
0 B

]
=

[
A1A A1C
DA DC +B1B

]
.

Since A1 is a left inverse of A, then A1A = IX . Further, we have R(C) ⊂ W ⊂
N (A1), so A1C = 0. From the definition of D, we have R(A) ⊂ N (D1), which
implies D1A = 0.

Let y ∈ Y be arbitrary. Then

(DC +B1B)y =

{
D0C0y, y ∈ N (B)

B0By, y /∈ N (B)
=

{
y, y ∈ N (B)

y, y /∈ N (B)
= y,

which implies D1C +B1B = IY . Now, it holds

NMC =

[
A1A A1C
D1A D1C +B1B

]
=

[
IX 0
0 IY

]
= IX⊕Y .

So, the operator MC is left invertible and N is its left inverse.
(=⇒:) Let MC be left invertible for some C ∈ L(Y,X). If C = 0, the statement

trivially holds. Assume that C is not equal to zero.
Let

N =

[
A1 C1

D1 B1

]
:

[
X
Y

]
→
[
X
Y

]
be a left inverse of MC . Then

NMC =

[
A1 C1

D1 B1

] [
A C
0 B

]
=

[
A1A A1C + C1B
D1A D1C +B1B

]
=

[
IX 0
0 IY

]
= IX⊕Y .

The equality A1A = IX proves the left invertibility of A, so we have that there
exists a subspace W ⊂ X such that X = W ⊕ R(A). Then, the condition 1) is
proved.

Let C0 : N (B) → X be the restriction of operator C on N (B). We will prove
that R(C0) ⊂ W . Let x ∈ R(A) ∩ R(C0) be arbitrary. Then, there exist x0 ∈ X
and y0 ∈ N (B) such that x = Ax0 = C0y0 = Cy0. It holds[

A C
0 B

] [
−x0

y0

]
=

[
−Ax0 + Cy0

By0

]
=

[
0
0

]
.

Since the operator MC is left invertible, then it is also injective, so the previous
equality implies

[−x0
y0

]
=
[
0
0

]
, and then x = 0. So, we have R(A) ∩ R(C0) = {0},

which implies that R(C0) ⊂ W .
Now, we look at the equality D1C + B1B = IY . Let y ∈ N (B) be arbitrary.

Then we have y = IN (B)y = D1Cy+B1By = D1Cy = D1C0y. So, D1C0 = IN (B).
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It is already proved that R(C0) ⊂ W . Because of that, there exists left invertible
operator from the subspace N (B) to X/R(A), so the condition 2) is also satisfied.

So, the proof is completed. □

Now, we study when operator MC is surjective. The result is presented in [40].

Theorem 8.6. Let operators A ∈ L(X) and B ∈ L(Y ) be such that the following
conditions are satisfied

1) B is right invertible,
2) R(A) is complemented in X,
3) There exists the surjective operator from N (B) to X/R(A).

Then, the operator MC is surjective for some operator C ∈ L(Y,X).

Proof. Since B is right invertible and R(A) is complemented, there exist closed
subspaces V ⊂ Y and W ⊂ X such that Y = N (B)⊕ V and X = W ⊕R(A).

Let C0 ∈ L(N (B),W ) be the surjective operator from N (B) to X/R(A). It
holds C0(N (B)) = W . Define the operator operator C ∈ L(Y,X) in the following
way

C =

[
C0 0
0 0

]
:

[
N (B)
V

]
→
[

W
R(A)

]
.

Then, we have [
A C
0 B

] [
X
Y

]
=

[
A(X) + C(Y )

B(Y )

]
.

Since R(C) = C0(N (B)) = W , it holds A(X) + C(Y ) = R(A)⊕W = X. On the
other hand, the operator B is right invertible, so B is surjective and R(B) = Y .
Thus, we have

[
A C
0 B

][
X
Y

]
=
[
X
Y

]
, which proves that operator MC is surjective. □

9. Generalized invertibility of operator matrices

9.1. Regularity of operator matrices MC . In this part we investigate relative
regularity of MC .

Theorem 9.1. Let A ∈ L(X) and B ∈ L(Y ) be relatively regular. If N (B) ⪯
X/R(A), then there exists some C ∈ L(Y,X) such that MC is relative regular.

Proof. Let A1 ∈ L(X) and B1 ∈ L(Y ) denote reflexive inverses of A and B, respec-
tively. Then Y = R(B1)⊕N (B) and X = N (A1)⊕R(A). Let J : N (B) → N (A1)
be a left invertible mapping and let J1 : N (A1) → N (B) be a left inverse of J .
Define C ∈ L(Y,X) and C1 ∈ L(X,Y ) in the following way

C =

[
J 0
0 0

]
:

[
N (B)
R(B1)

]
→
[
N (A1)
R(A)

]
,

C1 =

[
J1 0
0 0

]
:

[
N (A1)
R(A)

]
→
[
N (B)
R(B1)

]
.

Consider the operator N =
[
A1 0
C1 B1

]
∈ L(X ⊕ Y ). Then we find

NMC =

[
A1A A1C
C1A C1C +B1B

]
.
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Since R(C) ⊂ N (A1) and R(A) ⊂ N (C1), we have A1C = 0 and C1A = 0,
respectively. Also, B1B is the projection from Y onto R(B1) parallel to N (B), and
C1C is the projection from Y onto N (B) parallel to R(B1). Hence C1C+B1B = I,
and

NMC =

[
A1A 0
0 I

]
.

Since AA1A = A and A1AA1 = A1, we have

MCNMC =

[
A C
0 B

] [
A1A 0
0 I

]
=

[
AA1A C

0 B

]
= MC ,

and MC is relatively regular. □

We state the following result concerning the Moore–Penrose inverse of MC .

Theorem 9.2. Let H,K be mutually orthogonal Hilbert spaces and Z = H ⊕K.
If A ∈ L(H) and B ∈ L(K) both have closed ranges, and if nul(B) = def(A), then
there exists some C ∈ L(K,H) such that MC has a closed range, and

M†
C =

[
A† 0
C† B†

]
.

Proof. Recall the notations from the proof of Theorem 9.1, with one assumption:
J is invertible. We have the following

NMCN =

[
A1A 0
0 I

] [
A1 0
C1 B1

]
=

[
A1AA1 0
C1 B1

]
= N,

MCN =

[
AA1 + CC1 CB1

BC1 BB1

]
.

Since R(B1) = N (C) and R(C1) = N (B), it follows that CB1 = 0 and C1B = 0.
Also, AA1 is the projection on R(A) parallel to N (A1). Since J is invertible, we
have that CC1 is the projection onN (A1) parallel toR(A). Hence, AA1+CC1 = I.
Thus, N is a reflexive inverse of MC .

Now, we take A1 = A† and B1 = B†. Then all previous results hold, with one
more nice property: we have orthogonal decompositions. Precisely, X = N (A1)⊕
R(A) = N (A∗) ⊕ R(A) and Y = N (B) ⊕ R(B1) = N (B) ⊕ R(B∗). Since J is
invertible, we have J1 = J−1 and consequently C1 = C†. The operator NC is still
a reflexive inverse of MC . Furthermore, we have

NMC =

[
A†A 0
0 I

]
:

[
X
Y

]
→
[
X
Y

]
, and MCN =

[
I 0
0 BB†

]
:

[
X
Y

]
→
[
X
Y

]
.

Projections NMC and MCN are obviously selfadjoint, so N = M†
C . □

9.2. Generalized invertibility in Banach algebras. Let x =
[
a b
c d

]
u
∈ A relative

to the idempotent u ∈ A. If a ∈ (uAu) is not invertible but has the outer gen-
eralized inverse with prescribed idempotents p1, q1 ∈ (uAu)•, we can observe the

generalized Schur complement s = d− ca
(2)
p1,q1b. Accordingly, we investigate equiv-

alent conditions under which x
(2)
p,q has the generalized Banachiewicz–Schur form in

a Banach algebra.
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We use the following auxiliary results.

Lemma 9.1. Let p, q be idempotents in a Banach algebra A. The following stata-
ments are equivalent:

1) p+ q ∈ A•, 2) pq = qp = 0.

Proof. 1) ⇒ 2): Suppose p+ q ∈ A•. We have

(p+ q)2 = p+ q ⇒ pq + qp = 0 ⇒ pq = −qp.

Since the following holds

pq = p2q2 = p(pq)q = p(−qp)q = −pq(pq) = pqqp = pqp = −ppq = −pq,

we obtain pq = 0. The analogous proof holds for qp = 0.
2) ⇒ 1): Let p, q ∈ A• such that pq = qp = 0. Then

(p+ q)2 = p2 + pq + qp+ q2 = p+ q,

so p+ q ∈ A•. □

If u ∈ A•, then the product of arbitrary elements from algebra uAu and (1− u)
A(1− u) is equal to 0, i.e. for all a ∈ uAu and for all b ∈ (1− u)A(1− u), we have
ab = 0.
Now, as a corollary of Lemma 9.1, we state the following result.

Lemma 9.2. Let u ∈ A•. If p1 ∈ (uAu)• and p2 ∈ ((1 − u)A(1 − u))•, then
p = p1 + p2 ∈ A is an idempotent.

We also need the following known results in Banach algebra.

Lemma 9.3. [52] [53, Theorem 1.6.15] Let A be a complex unital Banach algebra
with unit 1, and let p be an idempotent of A. If x ∈ pAp, then σpAp(x) ∪ {0} =
σA(x), where σA(x) denotes the spectrum of x in the algebra A, and σpAp(x) de-
notes the spectrum of x in the algebra pAp.

Lemma 9.4. [10, Lemma 2.4] Let b, q ∈ Aqnil and let qb = 0. Then q + b ∈ Aqnil.

Lemma 9.5. Let b ∈ Ad and a ∈ Aqnil.

1) [10, Corollary 3.4] If ab = 0, then a+b ∈ Ad and (a+b)d =
∑+∞

n=0(b
d)n+1an.

2) If ba = 0, then a+ b ∈ Ad and (a+ b)d =
∑+∞

n=0 a
n(bd)n+1.

9.3. (p, q)-outher generalized inverse. The first result gives the additive prop-
erties of the (p, q)-outer generalized inverse.

Theorem 9.3. Let p, q ∈ A• and a, b ∈ A(2)
p,q. If

(9.1) a(2)p,qb+ b(2)p,qa+ 1 = 0, ab(2)p,q + ba(2)p,q + 1 = 0,

then a+ b ∈ A(2)
p,q and (a+ b)

(2)
p,q = a

(2)
p,q + b

(2)
p,q.

Proof. Using the fact that a, b ∈ A(2)
p,q, Theorem 1.1 and conditions (9.1), we have

(a(2)p,q + b(2)p,q)(a+ b)(a(2)p,q + b(2)p,q)

= a(2)p,q + pb(2)p,q + a(2)p,qba
(2)
p,q + a(2)p,q(1− q) + b(2)p,q(1− q) + b(2)p,qab

(2)
p,q + pa(2)p,q + b(2)p,q
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= a(2)p,q + b(2)p,q + a(2)p,qba
(2)
p,q + a(2)p,q + b(2)p,q + b(2)p,qab

(2)
p,q + a(2)p,q + b(2)p,q

= a(2)p,q + b(2)p,q + a(2)p,q(ba
(2)
p,q + 1) + b(2)p,q(1 + ab(2)p,q) + a(2)p,q + b(2)p,q

= a(2)p,q + b(2)p,q + a(2)p,q(−ab(2)p,q) + b(2)p,q(−ba(2)p,q) + a(2)p,q + b(2)p,q

= a(2)p,q + b(2)p,q − pb(2)p,q − pa(2)p,q + a(2)p,q + b(2)p,q = a(2)p,q + b(2)p,q,

(a(2)p,q + b(2)p,q)(a+ b) = a(2)p,qa+ a(2)p,qb+ b(2)p,qa+ b(2)p,qb

= p+ pa(2)p,qb+ pb(2)p,qa+ p

= p+ p(a(2)p,qb+ b(2)p,qa+ 1)

= p,

and also

(a+ b)(a(2)p,q + b(2)p,q) = aa(2)p,q + ba(2)p,q + ab(2)p,q + bb(2)p,q

= (1− q) + ba(2)p,q + ab(2)p,q + (1− q)

= (1− q) + ba(2)p,q(1− q) + ab(2)p,q(1− q) + (1− q)

= (1− q) + (ba(2)p,q + ab(2)p,q + 1)(1− q)

= (1− q).

Thus, we proved (a+ b)
(2)
p,q = a

(2)
p,q + b

(2)
p,q. □

The following theorem gives us equivalent conditions under which x
(2)
p,q has the

generalized Banachiewicz–Schur form in a Banach algebra.

Theorem 9.4. Let x =
[
a b
c d

]
u
∈ A relative to the idempotent u ∈ A, p1, q1 ∈

(uAu)• and p2, q2 ∈ ((1−u)A(1−u))• and let p = p1+p2 ∈ A and q = q1+q2 ∈ A.

Let a ∈ (uAu)
(2)
p1,q1 and let s = d−ca

(2)
p1,q1b ∈ ((1−u)A(1−u))

(2)
p2,q2 be the generalized

Schur complement of a in x. Then the following statements are equivalent

1) x ∈ A(2)
p,q and x

(2)
p,q = r, where

(9.2) r =

[
a
(2)
p1,q1 + a

(2)
p1,q1bs

(2)
p2,q2ca

(2)
p1,q1 −a

(2)
p1,q1bs

(2)
p2,q2

−s
(2)
p2,q2ca

(2)
p1,q1 s

(2)
p2,q2

]

2) ca
(2)
p1,q1a = ss

(2)
p2,q2c and aa

(2)
p1,q1b = bs

(2)
p2,q2s.

Proof. By Lemma 9.2 we obtain that p and q are idempotents.

Using the assumptions a ∈ (uAu)
(2)
p1,q1 and s ∈ ((1 − u)A(1 − u))

(2)
p2,q2 , we verify

rxr = r.
The equation rx = p is equivalent to the equations

s(2)p2,q2c = s(2)p2,q2ca
(2)
p1,q1a and a(2)p1,q1b = a(2)p1,q1bs

(2)
p2,q2s.

On the other hand, 1− xr = q is equivalent to

bs(2)p2,q2 = aa(2)p1,q1bs
(2)
p2,q2 and ca(2)p1,q1 = ss(2)p2,q2ca

(2)
p1,q1 .
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Therefore, x has (p, q)-outer generalized inverse if and only if

s(2)p2,q2c = s(2)p2,q2ca
(2)
p1,q1a, a(2)p1,q1b = a(2)p1,q1bs

(2)
p2,q2s,

bs(2)p2,q2 = aa(2)p1,q1bs
(2)
p2,q2 , ca(2)p1,q1 = ss(2)p2,q2ca

(2)
p1,q1 ,

which are equivalent to

ca(2)p1,q1a = ss(2)p2,q2c, bs(2)p2,q2s = aa(2)p1,q1b. □

As a corollary, we formulate the following result.

Corollary 9.1. Let x =
[
a b
c d

]
∈ A relative to the idempotent u ∈ A, p1, q1 ∈

(uAu)• and p2, q2 ∈ ((1−u)A(1−u))• and let p = p1+p2 ∈ A and q = q1+q2 ∈ A.

Let a ∈ (uAu)
(2)
p1,q1 and let s = d− ca

(2)
p1,q1b ∈ ((1− u)A(1− u))

(2)
p2,q2 . The following

stataments are equivalent

1) ca
(2)
p1,q1 = a

(2)
p1,q1b = bs

(2)
p2,q2 = s

(2)
p2,q2c = 0,

2) ca
(2)
p1,q1a = ss

(2)
p2,q2c, aa

(2)
p1,q1b = bs

(2)
p2,q2s, a

(2)
p1,q1bs

(2)
p2,q2 = s

(2)
p2,q2ca

(2)
p1,q1 = 0.

If one of these conditions is satisfied, then x ∈ A(2)
p,q and

x(2)
p,q =

[
a
(2)
p1,q1 + a

(2)
p1,q1bs

(2)
p2,q2ca

(2)
p1,q1 −a

(2)
p1,q1bs

(2)
p2,q2

−s
(2)
p2,q2ca

(2)
p1,q1 s

(2)
p2,q2

]
.

10. Drazin inverse of block matrices

The Drazin inverse plays an important role in Markov chains, singular differential
and difference equations, iterative methods in numerical linear algebra, etc.

Representations for the Drazin inverse of block matrices under certain conditions
where given in the literature [6, 7, 9, 17,18,23,34,46,57].

In [15], a representation for the Drazin inverse of an anti-triangular block matrix
under some conditions was obtained, generalizing in different ways results from
[8,34].

Block anti-triangular matrices arise in numerous applications, ranging form con-
strained optimization problems to solution of differential equations, etc. Deng [16]
presented some formulas for the generalized Drazin inverse of an anti-triangular
operator matrix M =

[
A B
C 0

]
, acting on a Banach space, with the assumption that

CAdB is invertible.
In this part of the paper, we present the results from [42] where were studied the

equivalent conditions under which the generalized Drazin inverse has the general-
ized Banahievich-Shur form in Banach algebra. Also, several representations were
obtained under different conditions for the generalized Drazin inverse of the anti-
triangular block matrix x =

[
a b
c 0

]
p
in Banach algebra A relative to the idempotent

p. Thus, we get the particular cases of results from [14–16].
Hartwig et al. [34] gave expressions for the Drazin inverse of a 2×2 block matrix

in the cases when the generalized Schur complement is nonsingular and it is equal
to zero. These results are generalized in [47] under different conditions and the
hypothesis the Schur complement is either nonsingular or zero.
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In [11], Castro-González and Mart́ınez-Serrano developed conditions under which
the Drazin inverse of a block matrix having generalized Schur complement group
invertible, can be expressed in terms of a matrix in the Banachiewicz–Schur form
and its powers.

Deng and Wei [17] introduced several explicit representations for the Drazin
inverse of a block–operator matrix with Drazin invertible Schur complement under
different conditions.

Let

(10.1) x =

[
a b
c d

]
∈ A

relative to the idempotent p ∈ A, a ∈ (pAp)d and let s = d−cadb ∈ ((1−p)A(1−p))d

be the generalized Schur complement of a in x.
In this section, when we say that x is defined as in (10.1), we assume that x

has a representation as in (10.1) relative to the idempotent p ∈ A, a ∈ (pAp)d and
s = d− cadb ∈ ((1− p)A(1− p))d.

In the following lemma, we present necessary and sufficient conditions for an
element x =

[
a b
c d

]
of Banach algebra to have the generalized Drazin inverse with

the generalized Banachiewicz–Schur form. We recover result concerning the Drazin
inverse of Hilbert space operators (see [14, Corollary 3]).

Lemma 10.1. Let x be defined as in (10.1), a ∈ (pAp)#, and let s = d− ca#b ∈
((1−p)A(1−p))# be the generalized Schur complement of a in x. Then the following
statements are equivalent

1) x ∈ Ad and

(10.2) xd =

[
a# + a#bs#ca# −a#bs#

−s#ca# s#

]
;

2) aπbs# = a#bsπ, sπca# = s#caπ and z =
[

0 bsπ

caπ 0

]
∈ Aqnil;

3) aπb = bsπ, sπc = caπ and z =
[

0 aπb
sπc 0

]
∈ Aqnil.

Proof. 1) ⇔ 2): If the right side of (10.2) is denoted by y, then we obtain

xy =

[
aa# − aπbs#ca# aπbs#

sπca# ss#

]
,

yx =

[
a#a− a#bs#caπ a#bsπ

s#caπ s#s

]
.

So, xy = yx if and only if aπbs# = a#bsπ and sπca# = s#caπ, because these
equalities imply (aπbs#)ca# = a#b(sπca#) = a#bs#caπ. Further, we can verify
that yxy = y. Using s = d− ca#b, aπbs# = a#bsπ and sπca# = s#caπ, we have

x− x2y =

[
−bs#caπ bsπ

caπ 0

]
.
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From a#bsπ = aπbs# = (p− aa#)bs# = bs# − aa#bs#, we obtain bs# = a#bsπ +
aa#bs# which gives caπbs# = 0 = bs#caπbs# and

x− x2y =

[
p −bs#

0 1− p

]
z

[
p bs#

0 1− p

]
.

Since r(x − x2y) = r
([

p bs#

0 1−p

[
p −bs#

0 1−p

]
z
)
= r(z), we deduce that x − x2y ∈ Aqnil is

equivalent to z ∈ Aqnil. 2) ⇔ 3): We prove that aπbs# = a#bsπ is equivalent to
aπb = bsπ. Indeed, multiplying aπbs# = a#bsπ from the right side by s and from
the left side by a, respectively, we obtain aπbs#s = 0 and aa#bsπ = 0. Therefore,
bs#s = aa#bs#s = aa#b and

aπb = b− aa#b = b− bs#s = bsπ.

On the other hand, if aπb = bsπ, then (aπb)s# = bsπs# = 0 and a#(bsπ) =
a#aπb = 0, i.e. aπbs# = a#bsπ.

In the same manner, we can verify that sπca# = s#caπ is equivalent to sπc =
caπ. Hence, the equivalence 2) ⇔ 3) holds. □

By Lemma 10.1, the following corollary recovers [4, Theorem 2].

Corollary 10.1. Let x be defined as in (10.1), a ∈ (pAp)#, and let s = d−ca#b ∈
((1 − p)A(1 − p))# be the generalized Schur complement of a in x. Then x ∈ A#

and

x# =

[
a# + a#bs#ca# −a#bs#

−s#ca# s#

]
if and only if aπb = 0 = bsπ, and sπc = 0 = caπ.

Now, we extend the well known result concerning the Drazin inverse of complex
matrices to the generalized Drazin inverse of Banach algebra elements, see [15,
Theorem 3.5].

Theorem 10.1. Let

(10.3) x =

[
a b
c 0

]
∈ A

relative to the idempotent p ∈ A, a ∈ (pAp)d and let s = −cadb ∈ ((1−p)A(1−p))d.
If

(10.4) ssdcaπb = 0, ssdcaπa = 0, aadbsπc = 0, bsπcaπ = 0,

then x ∈ Ad and

(10.5) xd =

(
r +

+∞∑
n=0

[
aaπ aπbsπ

sπcaπ 0

]n [
0 aπbssd

sπcaad 0

]
rn+2

)
×
(
1 + r

[
0 aadbsπ

ssdcaπ 0

])
,

where

(10.6) r =

[
ad + adbsdcad −adbsd

−sdcad sd

]
.
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Proof. Applying aad + aπ = p and ssd + sπ = 1− p, we have

x =

[
a2ad aadb
ssdc 0

]
+

[
aaπ aπb
sπc 0

]
:= u+ v.

The equalities adaπ = 0 and (10.4) give uv = 0.
First, we show that u ∈ Ad. If we write

u =

[
a2ad aadbssd

ssdcaad 0

]
+

[
0 aadbsπ

ssdcaπ 0

]
:= u1 + u2,

we can get u2u1 = 0 and u2
2 = 0. Let Au1

≡ a2ad, Bu1
≡ aadbssd, Cu1

≡ ssdcaad

and Du1
≡ 0. Then u1 =

[Au1 Bu1

Cu1
Du1

]
and, by (a2ad)# = ad, Au1

∈ (pAp)#. Also,

from s = −cadb, Su1 ≡ Du1 − Cu1A
#
u1
Bu1 = s2sd ∈ ((1 − p)A(1 − p))# and

(s2sd)# = sd. Consequently,

Aπ
u1
Bu1S

#
u1

= 0 = A#
u1
Bu1

Sπ
u1
, Sπ

u1
Cu1

A#
u1

= 0 = S#
u1
Cu1

Aπ
u1

and
[ 0 Bu1S

π
u1

Cu1
Aπ

u1
0

]
= 0 ∈ Aqnil. By Lemma 10.1, notice that u1 ∈ Ad and

ud
1 =

[
A#

u1
+A#

u1
Bu1

S#
u1
Cu1

A#
u1

−A#
u1
Bu1

S#
u1

−S#
u1
Cu1

A#
u1

S#
u1

]
= r.

Using Lemma 9.51), u ∈ Ad and ud = ud
1 + (ud

1)
2u2 = r + r2u2.

To prove that v ∈ Aqnil, observe that

v =

[
aaπ aπbsπ

0 0

]
+

[
0 0

sπcaπ 0

]
+

[
0 aπbssd

sπcaad 0

]
:= v1 + v2 + v3.

If z =
[
m t
0 n

]
, then λ1− z =

[ λp−m −t
0 λ(1−p)−n

]
. Therefore

λ ∈ ρpAp(m) ∩ ρ(1−p)A(1−p)(n) ⇒ λ ∈ ρ(z),

i.e.
σ(z) ⊆ σpAp(m) ∪ σ(1−p)A(1−p)(n).

Notice that, by aaπ ∈ (pAp)qnil, v1 ∈ Aqnil. It can be verified that v1v2 = 0 and
v22 = 0, i.e. v2 ∈ Anil. Now, by Lemma 9.4, v1 + v2 ∈ Aqnil. Using Lemma 9.4
again, from v23 = 0 and v3(v1 + v2) = 0, we conclude that v ∈ Aqnil.

Applying Lemma 9.52), we deduce that x ∈ Ad and

xd =

(
1 +

+∞∑
n=0

vn+1(ud)n+2

)
ud =

(
1 +

+∞∑
n=0

vn+1(ud)n+2

)
r(1 + ru2).

Since u2r = u2u
d
1 = (u2u1)(u

d
1)

2 = 0, then (ud)n+2 = (r + r2u2)
n+2 = rn+2(1 +

ru2). From r =
[
aad 0
0 ssd

]
r, we obtain vr = v

[
aad 0
0 ssd

]
r =

[
0 aπbssd

sπcaad 0

]
. By

vn+1 = (v1+v2)
nv, we have vn+1(ud)n+2 = (v1+v2)

n
[

0 aπbssd

sπcaad 0

]
rn+1(1+ru2).

Applying u2r = 0 again, we get (10.5). □

From Theorem 10.1, we get the following consequence.

Corollary 10.2. Let x be defined as in (10.3), a ∈ (pAp)d and let r be defined as
in (10.6).
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1) If caπ = 0 and the generalized Schur complement s = −cadb is invertible,
then x ∈ Ad and

xd = r +

+∞∑
n=0

[
aaπ 0
0 0

]n [
0 aπb
0 0

]
rn+2.

2) If caπ = 0, aπb = 0 and the generalized Schur complement s = −cadb is
invertible, then x ∈ Ad and

xd =

[
ad + adbs−1cad −adbs−1

−s−1cad s−1

]
.

3) If caπb = 0, caπa = 0 and the generalized Schur complement s = −cadb is
invertible, then x ∈ Ad and

xd =

(
r +

+∞∑
n=0

[
0 anaπb
0 0

]
rn+2

)(
1 + r

[
0 0

caπ 0

])
.

In the following theorems, we assume that s = −cadb is the generalized Drazin
invertible, and we prove representations of the generalized Drazin inverse of anti-
triangular block matrices. Several results from [16] are extended.

Theorem 10.2. Let x be defined as in (10.3), a ∈ (pAp)d and let s = −cadb ∈
((1− p)A(1− p))d. If bcaπ = 0 and aadbsπ = 0, then x ∈ Ad and

(10.7) xd =

+∞∑
n=0

[
aaπ aπb
caπ 0

]n(
1 +

[
0 0
sπc 0

]
r

)
rn+1,

where r be defined as in (10.6).

Proof. We can write

x =

[
a2ad aadb
caad 0

]
+

[
aaπ aπb
caπ 0

]
:= y + q.

Now, we get yq = 0, by the assumption bcaπ = 0.
In order to prove that y ∈ Ad, note that

y =

[
a2ad aadbssd

ssdcaad 0

]
+

[
0 aadbsπ

sπcaad 0

]
=

[
a2ad aadbssd

ssdcaad 0

]
+

[
0 0

sπcaad 0

]
:= y1 + y2,

y1y2 = 0 and y22 = 0. Using Lemma 10.1, we have y1 ∈ Ad and yd1 = r. By Lemma
9.52), y ∈ Ad and yd = yd1 + y2(y

d
1)

2 = r + y2r
2.

Further, we verify that q ∈ Aqnil. Let

q =

[
aaπ aπb
0 0

]
+

[
0 0

caπ 0

]
:= q1 + q2.

Thus, we deduce that q1 ∈ Aqnil and q2 ∈ Anil, because aaπ ∈ (pAp)qnil and q22 = 0.
Since q1q2 = 0, by Lemma 9.4, q ∈ Aqnil.
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By Lemma 9.52), x ∈ Ad and

xd =

+∞∑
n=0

qn(yd)n+1 =

+∞∑
n=0

qn(1 + y2r)r
n+1.

The equality r =
[
aad 0
0 ssd

]
r give y2r =

[
0 0

sπc 0

]
r implying (10.7). □

Replacing the hypothesis aadbsπ = 0 with sπcaad = 0 in Theorem 10.2, we get
the following theorem.

Theorem 10.3. Let x be defined as in (10.3), a ∈ (pAp)d and let s = −cadb ∈
((1− p)A(1− p))d. If bcaπ = 0 and sπcaad = 0, then x ∈ Ad and

(10.8) xd =

+∞∑
n=0

[
aaπ aπb
caπ 0

]n
rn+1

(
1 + r

[
0 bsπ

0 0

])
,

where r is defined in the same way as in (10.6).

Proof. In the similar way as in the proof of Theorem 10.2, using

y =

[
a2ad aadbssd

ssdcaad 0

]
+

[
0 aadbsπ

0 0

]
:= y1 + y2

and y2y1 = 0, we check this theorem. □

If s = −cadb ∈ ((1−p)A(1−p))−1 and s′ = −s, then sπ = 0 and (s′)−1 = −s−1.
As a special case of Theorem 10.2 (or Theorem 10.3), we obtain the following result
which recovers [16, Theorem 3.1] for bounded linear operators on a Banach space.

Corollary 10.3. Let x be defined as in (10.3), a ∈ (pAp)d and let s′ = cadb ∈
((1− p)A(1− p))−1. If bcaπ = 0, then x ∈ Ad and

xd =

+∞∑
n=0

[
aaπ aπb
caπ 0

]n
tn+1, where t =

[
ad − adb(s′)−1cad adb(s′)−1

(s′)−1cad −(s′)−1

]
.

Sufficient conditions under which the generalized Drazin inverse xd is represented
by (10.7) or (10.8) are investigated in the following result.

Theorem 10.4. Let x be defined as in (10.3), a ∈ (pAp)d and let s = −cadb ∈
((1− p)A(1− p))d. Suppose that aadbcaπ = 0 and caπb = 0.

1) If aadbsπ = 0 and (aaπb = 0 or caaπ = 0), then x ∈ Ad and (10.7) is
satisfied.

2) If sπcaad = 0 and (aaπb = 0 or caaπ = 0), then x ∈ Ad and (10.8) is
satisfied.

Proof. This result can be proved similarly as Theorem 10.2 and Theorem 10.3,
applying q2q1 = 0 when caaπ = 0, and the decomposition

q =

[
aaπ 0
caπ 0

]
+

[
0 aπb
0 0

]
when aaπb = 0. □
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Remark 10.1. In the preceding theorem, if cadb ∈ ((1 − p)A(1 − p))−1, then we
obtain as a particular case [16, Theorem 3.2] for Banach space operator.

The following result is well-known for complex matrices.

Lemma 10.2. Let x be defined as in (10.1), a ∈ (pAp)d and let w = aad+adbcad be
such that aw ∈ (pAp)d. If caπ = 0, aπb = 0 and the generalized Schur complement
s = d− cadb is equal to 0, then

(10.9) xd =

[
p 0
cad 0

] [
[(aω)d]2a 0

0 0

] [
p adb
0 0

]
.

Proof. Denote by y the right side of (10.9). Then we obtain

xy =

[
(a+ bcad)[(aω)d]2a (a+ bcad)[(aω)d]2b
(c+ dcad)[(aω)d]2a (c+ dcad)[(aω)d]2b

]
,

yx =

[
[(aω)d]2(a2 + bc) [(aω)d]2(ab+ bd)

cad[(aω)d]2(a2 + bc) cad[(aω)d]2(ab+ bd)

]
.

By caπ = 0 and aπb = 0, we can conclude that a+bcad commutes with aω. Indeed,

(a+ bcad)(aω) = (a2 + bcada)(aad + adbcad)

= (a2 + aadbc)ad(a+ bcad) = (aω)(a+ bcad).

Since a+ bcad commutes with aω, it also commutes with (aω)d and we have

(a+ bcad)[(aω)d]2a = [(aω)d]2(a+ bcad)a = [(aω)d]2(a2 + bc).

From s = 0, we get c+ dcad = cada+ cadbcad = cad(a+ bcad). Thus,

(c+ dcad)[(aω)d]2a = cad(a+ bcad)[(aω)d]2a = cad[(aω)d]2(a2 + bc).

Also, ab+ bd = ab+ bcadb = (a+ bcad)b and we obtain

(a+ bcad)[(aω)d]2b = [(aω)d]2(ab+ bd)

(c+ dcad)[(aω)d]2b = cad[(aω)d]2(ab+ bd).

So, we proved that

xy = yx =

[
[(aω)d]2(a+ bcad)a [(aω)d]2(a+ bcad)b

cad[(aω)d]2(a+ bcad)a cad[(aω)d]2(a+ bcad)b

]
.

Further, we can verify that yxy = y. Indeed, we have

yxy =

[
[(aω)d]2a [(aω)d]2b

cad[(aω)d]2a cad[(aω)d]2b

]
×
[

[(aω)d]2(a+ bcad)a [(aω)d]2(a+ bcad)b
cad[(aω)d]2(a+ bcad)a cad[(aω)d]2(a+ bcad)b

]
=

[
[(aω)d]4(a+ bcad)2a [(aω)d]4(a+ bcad)2b

cad[(aω)d]4(a+ bcad)2a cad[(aω)d]4(a+ bcad)2b

]
.
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The equalities a+ bcad = a− a2ad + a2ad + bcad = aaπ + aω and aπω = 0 = ωaπ

give (a+ bcad)2 = a2aπ + (aω)2. Therefore,

(aω)d(a+ bcad)2 = (aω)d(a2aπ + (aω)2)

= [(aω)d]2(aω)aπa2 + (aω)d(aω)2 = (aω)d(aω)2

and [(aω)d]4(a+ bcad)2 = [(aω)d]4(aω)2 = [(aω)d]2 implying

yxy =

[
[(aω)d]2a [(aω)d]2b

cad[(aω)d]2a cad[(aω)d]2b

]
= y.

We obtain

x− x2y =

[
(aω)πa (aω)πb

cad(aω)πa cad(aω)πb

]
=

[
p 0
cad 0

] [
(aω)πa (aω)πb

0 0

]
.

Notice that, by a + bcad = aaπ + aω, (aω)π(a + bcad) = aaπ + (aω)(aω)π. Since
aaπ, (aω)(aω)π ∈ (pAp)qnil and aaπ(aω)(aω)π = 0, by Lemma 9.4, we have that
aaπ + (aω)(aω)π ∈ (pAp)qnil and rpAp((aω)

π(a+ bcad)) = 0. From

r(x− x2y) = r

([
(aω)πa (aω)πb

0 0

] [
p 0
cad 0

])
= r

([
(aω)π(a+ bcad) 0

0 0

])
= rpAp((aω)

π(a+ bcad)) = 0,

we deduce that x− x2y ∈ Aqnil and prove that xd = y. □

In the following theorem, we extend [16, Theorem 3.3 and Theorem 3.4] for
Banach space operators to elements of a Banach algebra.

Theorem 10.5. Let x be defined as in (10.3), a ∈ (pAp)d and let k = a2ad +
aadbcad ∈ (pAp)d. If cadb = 0 and if one of the following conditions holds

1) bcaπ = 0;
2) aadbcaπ = 0, aaπb = 0 and caπb = 0;
3) aadbcaπ = 0, caaπ = 0 and caπb = 0;

then x ∈ Ad and

(10.10) xd =

+∞∑
n=0

[
aaπ aπb
caπ 0

]n [
(kd)2a (kd)2b

cad(kd)2a cad(kd)2b

]n+1

.

Proof. To prove the part (1) suppose that x = y + q, where s and y are defined
as in the proof of Theorem 10.2. It follows that yq = 0 and q ∈ Aqnil. Applying
Lemma 10.2, we conclude that y ∈ Ad and

yd =

[
p 0
cad 0

] [
(kd)2a2ad 0

0 0

] [
p adb
0 0

]
.

Since kaad = k, then kdaad = kd and

yd =

[
(kd)2a (kd)2b

cad(kd)2a cad(kd)2b

]
.
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Using Lemma 9.52), we conclude that x ∈ Ad and xd =
∑+∞

n=0 q
n(yd)n+1. Thus,

(10.10) holds.
The parts (2) and (3) can be checked in the similar manner as in the part (1)

and in the proof of Theorem 10.4. □

If c = 0 or b = 0 in Theorem 10.5, we have k = a2ad ∈ (pAp)d and kd = ad. As
a consequence of Theorem 10.5, we obtain the following result.

Corollary 10.4. Let x be defined as in (10.3) and let a ∈ (pAp)d.

1) If c = 0, then x ∈ Ad and xd =

[
ad (ad)2b
0 0

]
.

2) If b = 0, then x ∈ Ad and xd =

[
ad 0

c(ad)2 0

]
.

In the following part of this section, we present the results from the paper [41].
The following auxiliary results will be used in the rest of the section.

Lemma 10.3. Let x be defined as in (10.1) and assume that w0 = p+ adbsπcad is
invertible. Then w0a

2ad is group invertible, (w0a
2ad)#=adw−1

0 and (wa2ad)π=aπ.

Proof. Let us prove that adw−1
0 is group inverse of w−1

0 a2ad. Indeed,

(w0a
2ad)(adw−1

0 ) = w0aa
dw−1

0 = (p+ adbsπcad)aadw−1
0

= (ada+ adaadbsπcad)w−1
0 = adaw0w

−1
0 = ada

= ada2ad = (adw−1
0 )(w0a

2ad),

(w0a
2ad)(adw−1

0 )(w0a
2ad) = w0a

2adada2ad = w0a
2ad,

(adw−1
0 )(w0a

2ad)(adw−1
0 ) = ada2adadw−1

0 = adw−1
0

implies that (w0a
2ad)# = adw−1

0 . Spectral idempotent of w0a
2ad is equal to

(w0a
2ad)π = p− (w0a

2ad)(adw−1
0 ) = p− aad = aπ. □

Lemma 10.4. Let x ∈ Ad and u ∈ A be an invertible element. Then u−1xu ∈ Ad

and (u−1xu)d = u−1xdu.

The following lemma will extend to the generalized Drazin inverse of Banach
algebra elements a well known result concerning the Drazin inverse of Hilbert space
operators.

Lemma 10.5. Let x be defined as in (10.1). Then the following statements are
equivalent

1) x ∈ Ad and xd = r, where

(10.11) r =

[
ad + adbsdcad −adbsd

−sdcad sd

]
;

2) aπbsd = adbsπ, sπcad = sdcaπ and y =
[

aaπ aπb
sπcaπ ssπ

]
∈ Aqnil;

3) aπb = bsπ, sπc = caπ and y =
[
aaπ bsπ

caπ ssπ
]
∈ Aqnil.
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Proof. 1)⇔2): We can verify that rxr = r. Since aπbsd = adbsπ and sπcad = sdcaπ

imply aπbsdcad = adbsdcaπ, by elementary computations, we observe that xr = rx
if and only if aπbsd = adbsπ and sπcad = sdcaπ. Now, we can obtain

x− x2r =

[
p −adb
0 1− p

]
y

[
p adb
0 1− p

]
,

r(x− x2r) = r

([
p adb
0 1− p

] [
p −adb
0 1− p

]
y

)
= r(y).

Hence, x− x2r ∈ Aqnil is equivalent to y ∈ Aqnil.
2)⇔3): First, we check that aπbsd = adbsπ is equivalent to aπb = bsπ. If we

multiply the equality aπbsd = adbsπ from the right side by s and from the left side
by a, respectively, we get aπbsds = 0 and aadbsπ = 0. So, bsds = aadbsds = aadb
and

aπb = b− aadb = b− bsds = bsπ.

On the other hand, aπb = bsπ gives (aπb)sd = bsπsd = 0 and ad(bsπ) = adaπb = 0.
Hence, aπbsd = adbsπ.

Similarly, we can prove that sπcad = sdcaπ is equivalent to sπc = caπ. Thus, we
deduce that 2) ⇔ 3). □

Remark 10.2. Using Lemma 10.5, if x is defined as in (10.1) and r is defined as in
(10.6), then x ∈ A# and x# = r if and only if a ∈ (pAp)#, s ∈ ((1− p)A(1− p))#,
aπb = 0 = bsπ and sπc = 0 = caπ. This results is well-known for a complex
matrix [4, Theorem 2] (see also [11, Corollary 2.3]). The expression (10.6) is called
the generalized Banachiewicz–Schur form of x. For more details see [1, 4, 11,34].

Now we present a formula for the generalized Drazin inverse of block matrix
x in (10.1) in terms of the generalized Drazin invertible Schur complement s. We
extend [17, Theorem 7] concerning the Drazin inverse of 2×2 block-operator matrix
to more general setting.

Theorem 10.6. Let x be defined as in (10.1). If

(10.12) caπbssd = 0, aaπbssd = 0, ssπc = 0, aπbsπc = bsπcaad = 0,

then x ∈ Ad and

(10.13) xd =

([
0 aπb
sπc sπd

]
r + 1

)
r

(
1 +

∞∑
n=0

rn+1

[
0 bsπ

caπ dsπ

] [
aaπ bsπ

caπ dsπ

]n)
,

where r is defined as in (10.6).

Proof. Notice that, by aπ + aad = p and sπ + ssd = 1− p,

x =

[
aaπ bsπ

caπ dsπ

]
+

[
a2ad bssd

caad dssd

]
:= y + z.

From adaπ = 0 = sπsd, d = s + cadb, bsπcad = (bsπcaad)ad = 0 and (10.12), we
get yz = 0.
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To prove that y ∈ Aqnil, we observe that

y =

[
aaπ aπbsπ

0 ssπ

]
+

[
0 0

sπcaπ sπcadbsπ

]
+

[
0 aadbsπ

ssdcaπ ssddsπ

]
:= y1 + y2 + y3.

Recall that if u =
[
a1 0
c1 b1

]
, then λ1− u =

[ λp−a1 0
−c1 λ(1−p)−b1

]
and

λ ∈ ρpAp(a1) ∩ ρ(1−p)A(1−p)(b1) ⇒ λ ∈ ρ(u),

i.e., σ(u) ⊆ σpAp(a1) ∪ σ(1−p)A(1−p)(b1).

Since aaπ ∈ (pAp)qnil and ssπ ∈ ((1−p)A(1−p))qnil, we deduce that y1 ∈ Aqnil.
By r(sπcadbsπ) = r(bsπcad) = r(0) = 0 and

σA(s
πcadbsπ) = σ(1−p)A(1−p)(s

πcadbsπ) ∪ {0}

(Lemma 9.3), y2 ∈ Aqnil. We can check that y1y2 = 0 which gives that y1 +
y2 ∈ Aqnil, by Lemma 9.4. Also, by Lemma 9.4, y23 = 0 (i.e. y3 ∈ Anil) and
(y1 + y2)y3 = 0 imply y ∈ Aqnil.

In order to show that z ∈ Ad, we write

z =

[
a2ad aadbssd

ssdcaad ssddssd

]
+

[
0 aπbssd

sπcaad sπdssd

]
:= z1 + z2.

We can verify that z1z2 = 0 and z22 = 0. If z1 =
[
Az1 Bz1

Cz1
Dz1

]
, we note that Az1 ≡

a2ad ∈ (pAp)#, (a2ad)# = ad, Sz1 ≡ Dz1 −Cz1A
#
z1Bz1 = s2sd ∈ ((1−p)A(1−p))#

and (s2sd)# = sd. Using Lemma 10.5, we have z1 ∈ Ad and zd1 = r. Further, by
Lemma 9.5, z ∈ Ad and zd = zd1 + z2(z

d
1)

2.
Applying again Lemma 9.5, we conclude that x ∈ Ad and

xd =

∞∑
n=0

(zd)n+1yn = (1 + z2z
d
1)z

d
1

(
1 +

∞∑
n=0

(zd1)
n+1yn+1

)
.

Then, observe that zd1 = r = r
[
aad 0
0 ssd

]
=
[
aad 0
0 ssd

]
r,

z2z
d
1 =

[
0 aπb
sπc sπd

] [
aad 0
0 ssd

]
r =

[
0 aπb
sπc sπd

]
r,

ry = r

[
aad 0
0 ssd

]
y = r

[
aad 0
0 ssd

] [
0 bsπ

caπ dsπ

]
= r

[
0 bsπ

caπ dsπ

]
yield (10.13). □

The condition of Theorem 10.6 are cumbersome and complicated, but the theo-
rem itself have a number of useful consequences.

By Theorem 10.6, we obtain the following corollary which recovers [11, Theorem
2.5] for the Drazin inverse of complex matrices.

Corollary 10.5. Let x be defined as in (10.1), a ∈ (pAp)# and let s ∈ ((1 −
p)A(1− p))#. If caπ = 0 and bsπ = 0, then x ∈ Ad and

xd =

[
p− aπbs#ca# aπbs#

sπca# 1− p

] [
a# + a#bs#ca# −a#bs#

−s#ca# s#

]
.
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If we assume that the generalized Schur complement s is invertible in Theorem
10.6, then sπ = 0 and the next corollary which covers [34, Theorem 3.1] follows.

Corollary 10.6. Let x be defined as in (10.1), and let s ∈ ((1− p)A(1− p))−1. If
caπb = 0 and aaπb = 0, then x ∈ Ad and

xd =

([
0 aπb
0 0

]
r1 + 1

)
r1

(
1 +

∞∑
n=0

rn+1
1

[
0 0

canaπ 0

])
,

where r1 =
[
ad+adbs−1cad −adbs−1

−s−1cad s−1

]
.

In the following result we introduce the other expression for the generalized
Drazin inverse of x which include an invertible element w0 = p+ adbsπcad.

Theorem 10.7. Let x be defined as in (10.1). If

(10.14) aaπ − aπbsdcaπ = 0, sπcaπ = 0, caπb = 0, aπbsπ = 0, ssπc = 0 = bssπ

and w0 = p+ adbsπcad is invertible, then x ∈ Ad and

(10.15) xd =

([
0 aπb
sπc sπd

]
r + 1

)
wrw

(
1 + r

[
0 bsπ

caπ dsπ

])
,

where r is defined as in (10.6) and w =
[
w−1

0 0
0 1−p

]
.

Proof. First, we observe that u =
[

p adb

sdc (1−p)+sdcadb

]
is invertible inA and its inverse

is u−1 =
[
p+adbsdc −adb

−sdc 1−p

]
.

Let us denote X = uxu−1, so we have

X =

[
A B
C D

]
= uxu−1 =

[
p adb
sdc (1− p) + sdcadb

] [
a b
c d

] [
p+ adbsdc −adb

−sdc (1− p)

]
=

[
a− aπbsdc+ adbsπc aπb+ adbs

sπc+ sdc(a− aπbsdc+ adbsπc) s+ sdc(aπb+ adbs)

]
.

The first and the third conditions from (10.14) give us equations caaπ = 0 and
aaπb = 0. The second condition implies sπcaad = sπc.

Applying these equations along with a = aaπ + a2ad, we have

A = a− aπbsdc+ adbsπc = w0a
2ad + aaπ − aπbsdc,

B = aπb+ adbs,

C = sπc+ sdc(a− aπbsdc+ adbsπc) = sπc+ sdcw0a
2ad,

D = s+ sdc(aπb+ adbs) = s+ sdcadbs.

From Lemma 10.3, we have w0a
2ad ∈ (pAp)#, (w0a

2ad)# = adw−1
0 and

(wa2ad)π = aπ. Further,

(aaπ − aπbsdc)2 = (aaπ − aπbsdcaπ)a− aaπbsdc+ aπbsdcaπbsdc = 0

implies (aaπ − aπbsdc) ∈ (pAp)nil ⊆ (pAp)qnil and it holds

w0a
2ad(aaπ − aπbsdc) = 0.
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Applying Lemma 9.52), we conclude that A ∈ (pAp)d and

Ad = (w0a
2ad)# + (aaπ − aπbsdc)((w0a

2ad)#)2

= (p− aπbsdcadw−1
0 )adw−1

0

Since w0aa
d = aadw0 implies (w0a

2ad)(adw−1
0 ) = aad and it holds adw−1

0 aπ =
(w0a

2ad)#(w0a
2ad)π = 0, we have

Aπ = p−AAd = p− (w0a
2ad + aaπ − aπbsdc)(p− aπbsdcadw−1

0 )adw−1
0

= p− w0a
2adadw−1

0 − aaπadw−1
0 + aπbsdcadw−1

0

+ w0a
2adaπbsdcadw−1

0 adw−1
0 + aaπbsdcadw−1

0 adw−1
0

− aπbsdcaπbsdcadw−1
0 adw−1

0

= aπ + aπbsdcadw−1
0 .

Notice that AAπ = 0. Therefore, Ad = A#.
Now,

S = D − CA#B = s+ sdcadbs

− (sπc+ sdcw0a
2ad)(p− aπbsdcadw−1

0 )adw−1
0 (aπb+ adbs)

= s+ sdcadbs− (sπc+ sdcw0a
2ad)adw−1

0 adbs

= s+ sdcadbs− sπcadw−1
0 adbs− sdcw0a

2adadw−1
0 adbs

= s− sπcadw−1
0 adbs.

Since

s ∈ ((1− p)A(1− p))d, (sπcadw−1
0 adbs)2 = 0, s(sπcadw−1

0 adbs) = 0,

applying Lemma 9.52), we have that S ∈ ((1− p)A(1− p))d and

Sd = sd − sπcadw−1
0 adbsd.

Then,

Sπ = (1− p)− SSd = sπ + sπcadw−1
0 adbssd.

The following equations hold

CAπ = 0, BSπ = 0, AAπ = 0, SSπC = 0,

which implies that X satisfies the conditions (10.12) from Theorem 10.6. Using
this Theorem, we conclude X ∈ Ad and

Xd =

([
0 AπB

SπC SπD

]
R+ 1

)
R, where R =

[
A# +A#BSdCA# −A#BSd

−SdCA# Sd

]
Then, applying Lemma 10.4 on x = u−1Xu we have

xd = u−1Xdu = u−1

([
0 AπB

SπC SπD

]
R+ 1

)
Ru.
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Observe that

Ru =

[
A# 0
0 Sd

] [
p+BSdCA# −BSd

−CA# (1− p)

] [
p adb
sdc (1− p) + sdcadb

]
.

Since[
p+BSdCA# −BSd

−CA# (1− p)

] [
p adb
sdc (1− p) + sdcadb

]
=

[
p+ aπb(sd)2caad + adbsdcaad −aπbsd − adbssd

−sπcadw−1
0 − sdcaad (1− p)

]
×
[
p adb
sdc (1− p) + sdcadb

]
=

[
p− aπb(sd)2caπ − adbsdcaπ adbsπ − aπbsd

−sπcadw−1
0 + sdcaπ (1− p)− sπcadw−1

0 adb

]
,

we have

Ru =

[
A# 0
0 Sd

] [
p− aπb(sd)2caπ − adbsdcaπ adbsπ − aπbsd

−sπcadw−1
0 + sdcaπ (1− p)− sπcadw−1

0 adb

]
=

[
A# 0
0 Sd

] [
p− adbsdcaπ adbsπ

sdcaπ (1− p)

]
+

[
A# 0
0 Sd

] [
−aπb(sd)2caπ −aπbsd

−sπcadw−1
0 −sπcadw−1

0 adb

]
=

[
A# 0
0 Sd

](
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])
+

[
(p− aπbsdcadw−1

0 )adw−1
0 0

0 ((1− p)− sπcadw−1
0 adb)sd

]
×
[
−aπb(sd)2caπ −aπbsd

−sπcadw−1
0 −sπcadw−1

0 adb

]
=

[
A# 0
0 Sd

](
1 +

[
ad + adbsdcad −adbsd

−sdcad sd

] [
0 bsπ

caπ dsπ

])
+

[
0 0
0 0

]
=

[
A# 0
0 Sd

](
1 + r

[
0 bsπ

caπ dsπ

])
We can write[

A# 0
0 Sd

]
=

[
p− aπbsdcadw−1

0 0
0 (1− p)− sπcadw−1

0 adbssd

]
×
[
ad 0
0 sd

] [
w−1

0 0
0 (1− p)

]
=

[
p− aπbsdcadw−1

0 0
0 (1− p)− sπcadw−1

0 adbssd

] [
ad 0
0 sd

]
w.

Therefore,
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Ru =

[
p− aπbsdcadw−1

0 0
0 (1− p)− sπcadw−1

0 adbssd

] [
ad 0
0 sd

]
w

×
(
1 + r

[
0 bsπ

caπ dsπ

])
Denote M = w

(
1 + r

[
0 bsπ

caπ dsπ
])
. Notice r

[
a 0
0 s

][
ad 0
0 sd

]
= r. Using the equation

adw−1
0 (p+ adbsdcada) = adw−1

0 (ad + adbsdcad)a, we have

xd = u−1

([
0 AπB

SπC SπD

]
R+ 1

)
×

[
p− aπbsdcadw−1

0 0

0 (1− p)− sπcadw−1
0 adbssd

] [
ad 0

0 sd

]
M

= u−1

[
p−AπBSdCA# AπBSd

SπCA# (1− p)

]
×

[
p− aπbsdcadw−1

0 0

0 (1− p)− sπcadw−1
0 adbssd

] [
ad 0

0 sd

]
M

= u−1 ×
[
p− aπb(sd)2caad − aπbsdcadw−1

0 adbsdcaad aπbsd + aπbsdcadw−1
0 adbssd

sπcadw−1
0 (ad + adbsdcad)a (1− p)

]
×

[
p− aπbsdcadw−1

0 0

0 (1− p)− sπcadw−1
0 adbssd

] [
ad 0

0 sd

]
M

= u−1 ×
[
p− aπb(sd)2caad − aπbsdcadw−1

0 (ad + adbsdcad)a aπbsd + aπbsdcadw−1
0 adbssd

sπcadw−1
0 (ad + adbsdcad)a (1− p)− sπcadw−1

0 adbssd

]
×

[
ad 0

0 sd

]
M

= u−1

(
1 +

[
−aπbsdcadw−1

0 aπbsd

sπcadw−1
0 0

] [
(ad + adbsdcad)a −adbsds

−sdcada sds

])[
ad 0

0 sd

]
M

= u−1

(
1 +

[
−aπbsdcad aπbsd

sπcad 0

] [
w−1

0 0
0 (1− p)

]
r

[
a 0
0 s

])[
ad 0

0 sd

]
M

=

([
p+ adbsdc −adb

−sdc (1− p)

] [
ad 0

0 sd

]
+ u−1

[
0 aπb
sπc sπd

]
r

[
w−1

0 0
0 (1− p)

]
r

[
a 0
0 s

] [
ad 0

0 sd

])
M

=

(
r +

[
p+ adbsdc −adb

−sdc (1− p)

] [
0 aπb
sπc sπd

]
rwr

)
M

=

([
w0 0
0 (1− p)

]
+

([
adbsdc −adb

−sdc 0

]
+ 1

)[
0 aπb
sπc sπd

]
r

)
wrM

=

([
w0 0
0 (1− p)

]
+

[
−adbsπc −adbsπd

0 0

]
r +

[
0 aπb
sπc sπd

]
r

)
wrM

=

([
p+ adbsπcad 0

0 (1− p)

]
+

[
−adbsπcad 0

0 0

]
+

[
0 aπb
sπc sπd

]
r

)
wrM

=

(
1 +

[
0 aπb
sπc sπd

]
r

)
wrM.
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Replacing M , we get (10.15). □

If s ∈ ((1 − p)A(1 − p))# in Theorem 10.7, then ssπ = 0 and we recover as a
special case [17, Theorem 9]. If s ∈ ((1 − p)A(1 − p))−1 in Theorem 10.7, we get
the following consequence.

Corollary 10.7. Let x be defined as in (10.1), and let s ∈ ((1− p)A(1− p))−1. If
aaπ − aπbs−1caπ = 0 and caπb = 0, then x ∈ Ad and

xd =

([
0 aπb
0 0

]
r1 + 1

)
r1

(
1 + r1

[
0 0

caπ 0

])
,

where r1 is defined as in Corollary 2.2.

We give a representation of xd in the next theorem under conditions aπb = 0
and sπcaad = 0.

Theorem 10.8. Let x be defined as in (10.1). If aπb = 0 and sπcaad = 0, then
x ∈ Ad and

(10.16) xd =
∞∑

n=0

rn+1

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])[
aaπ 0
sπc sπs

]n
,

where r is defined as in (10.6).

Proof. By the assumption aπb = 0 and sπcaad = 0, sπcad = 0 and we can write

x =

[
aaπ aπb
sπc sπd

]
+

[
a2ad aadb
ssdc ssdd

]
=

[
aaπ 0
sπc sπs

]
+

[
a2ad aadb
ssdc ssdd

]
:= y + z.

Now, we obtain that yz = 0 and y ∈ Aqnil, because aaπ ∈ (pAp)qnil and ssπ ∈
((1− p)A(1− p))qnil.

To prove that z ∈ Ad, we observe that

z =

[
a2ad aadbssd

ssdcaad ssddssd

]
+

[
0 aadbsπ

ssdcaπ ssddsπ

]
:= z1 + z2.

From Lemma 10.5, we have z1 ∈ Ad and zd1 = r. Since z2z1 = 0 and z22 = 0, by
Lemma 9.51), z ∈ Ad and zd = zd1 + (zd1)

2z2 = r + r2z2.
Therefore, using Lemma 9.51), x ∈ Ad and xd =

∑∞
n=0 r

n+1(1 + rz2)y
n which

gives (10.16). □

Also we can obtain the following expression for the generalized Drazin inverse
of block matrix x.

Theorem 10.9. Let x be defined as in (10.1). If aπb = 0 = bsπ and sπscaad = 0,
then x ∈ Ad and

(10.17) xd =

([
0 0
sπc sπd

]
r + 1

)
r

(
1 +

∞∑
n=0

rn+1

[
0 0

canaπ 0

])
,

where r is defined as in (10.6).
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Proof. In the similar way as in the proof of Theorem 10.6, using the following
decomposition

x =

[
aaπ 0
caπ ssπ

]
+

[
a2ad bssd

caad dssd

]
:= y + z,

we verify this result. □

Using Theorem 10.8, we get necessary and sufficient conditions for the existence
and the expression of the group inverse of x. The following result recovers [17,
Theorem 12] and [11, Theorem 2.2].

Theorem 10.10. Let x be defined as in (10.1). Suppose that aπb = 0 and sπcaad =
0. Then

x ∈ A# if and only if a ∈ (pAp)#, s ∈ ((1− p)A(1− p))# and sπcaπ = 0.

Furthermore, if a ∈ (pAp)#, s ∈ ((1− p)A(1− p))#, aπb = 0 and sπc = 0, then

(10.18) x# =

[
a# + a#bs#ca# −a#bs#

−s#ca# s#

] [
p− a#bs#caπ a#bsπ

s#caπ 1− p

]
.

Proof. If x ∈ A#, by Theorem 10.8, x# is equal to the right hand side of (10.16).

Since xr2 = (xr)r =
[
aad 0
0 ssd

]
r = r, then

x2x# = x2r

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])
+

[
aad 0
0 ssd

](
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])[
aaπ 0
sπc sπs

]
+

∞∑
n=2

rn−1

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])[
aaπ 0
sπc sπs

]n
:= I1 + I2 + I3.

By the equality x− x2x# = 0, we obtain I3 = x− I1 − I2. Now, notice that

x# = r

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])
+ r2

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])[
aaπ 0
sπc sπs

]
+ r2I3

= r

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])
+ r2(x− I1)

= r

(
1 +

[
−adbsdcaπ adbsπ

sdcaπ 0

])
.

Hence,

x2x# =

[
a2ad + aπbsdcaπ aadbsπ + bssd

caad + ssdcaπ cadb+ s2sd

]
=

[
a2ad bsπ + bssd

ssdcaad + ssdcaπ d− s+ s2sd

]
=

[
a2ad b
ssdc d− s+ s2sd

]
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and x2x# = x imply a2ad = a, s2sd = s and ssdc = c. So, a ∈ (pAp)#, s ∈
((1− p)A(1− p))# and sπcaπ = caπ − caπ = 0.

Assume that a ∈ (pAp)#, s ∈ ((1 − p)A(1 − p))# and sπcaπ = 0. Then sπc =
sπcaπ + sπcaa# = 0. Denote by u the right hand side of (10.18). Using Theorem
10.8, we get that x ∈ Ad and xd = u. We can show that xxdx = xux = x which
implies that x ∈ A# and x# = u. □

Applying Theorem 10.9, we prove the next result related to the group inverse
x# which is an extension of [17, Theorem 13].

Theorem 10.11. Let x be defined as in (10.1). If aπb = 0 = bsπ and sπscaad = 0.
Then

x ∈ A# if and only if a ∈ (pAp)#, s ∈ ((1− p)A(1− p))# and sπcaπ = 0.

Furthermore, if a ∈ (pAp)#, s ∈ ((1−p)A(1−p))#, aπb = 0 = bsπ and sπcaπ = 0,
then

(10.19) x# =

([
0 0
sπc sπd

]
r + 1

)
r

(
1 + r

[
0 0

caπ 0

])
,

where r is defined as in (10.6).

Proof. Let x ∈ A#. Using Theorem 10.9, x# is equal to the right-hand side of
(10.17). From

[
0 0

canaπ 0

]
x =

[
0 0

can+1aπ 0

]
, we get

x#x =

([
0 0
sπc sπd

]
r + 1

)
r

(
x+

∞∑
n=0

rn+1

[
0 0

can+1aπ 0

])

=

([
0 0
sπc sπd

]
r + 1

)(
rx+

∞∑
n=1

rn+1

[
0 0

canaπ 0

])

=

([
0 0
sπc sπd

]
r + 1

)(
rx− r

[
0 0

caπ 0

]
+

∞∑
n=0

rn+1

[
0 0

canaπ 0

])

=

([
0 0
sπc sπd

]
r + 1

)(
r

[
a b

caad d

]
+

∞∑
n=0

rn+1

[
0 0

canaπ 0

])

=

([
0 0
sπc sπd

]
r + 1

)([
aad 0
0 ssd

]
+

∞∑
n=0

rn+1

[
0 0

canaπ 0

])
.

Observe that x
[

0 0
sπc sπd

]
r = x

[
0 0

sπcad 0

]
= 0 gives

x = x2x# = xx#x = x

[
aad 0
0 ssd

]
+ x

∞∑
n=0

rn+1

[
0 0

canaπ 0

]
.

So x
∑∞

n=0 r
n+1
[

0 0
canaπ 0

]
= x − x

[
aad 0
0 ssd

]
= x

[
aπ 0
0 sπ

]
. By this equality and the

equation rxr = r, we obtain

x# =

([
0 0
sπc sπd

]
r + 1

)
r

(
1 +

∞∑
n=0

rn+1

[
0 0

canaπ 0

])
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=

([
0 0
sπc sπd

]
r + 1

)
r

(
1 + rx

∞∑
n=0

rn+1

[
0 0

canaπ 0

])

=

([
0 0
sπc sπd

]
r + 1

)
r

(
1 + rx

[
aπ 0
0 sπ

])
=

([
0 0
sπc sπd

]
r + 1

)
r

(
1 + r

[
aaπ 0
caπ ssπ

])
implying

x2x# = x2r

(
1 + r

[
aaπ 0
caπ ssπ

])
= x

[
aad 0
sπcad ssd

](
1 +

[
−adbsdcaπ 0

sdcaπ 0

])
=

[
a2ad bssd

caad dssd

](
1 +

[
−adbsdcaπ 0

sdcaπ 0

])
=

[
a2ad bssd

caad dssd

]
+

[
−aadbsdcaπ + bsdcaπ 0
−cadbsdcaπ + dsdcaπ 0

]
=

[
a2ad bssd

caad dssd

]
+

[
0 0

ssdcaπ 0

]
=

[
a2ad b

c− sπcaπ d− ssπ

]
.

Because x2x# = x, we deduce that a2ad = a, ssπ = 0 and sπcaπ = 0 which yield
a ∈ (pAp)#, s ∈ ((1− p)A(1− p))# and sπcaπ = 0.

Suppose that a ∈ (pAp)#, s ∈ ((1−p)A(1−p))# and sπcaπ = 0. Thus anaπ = 0
for all n ⩾ 1. If we denote by v the right-hand side of (10.19), by Theorem 10.9,
x ∈ Ad and xd = v. Since xxdx = xrx = x, then x ∈ A# and x# = v. □

11. Right and left Fredholm operator M(T,S)

In this part of the paper, we are interested in the properties of the right and left
Fredholm operator of type M(T,S). For given A and C, we are interested to find T
and S, such that M(T,S) is right or left Fredholm operator.

For this purpose we need to review some properties of right and left Fredholm
operators. An operator A ∈ L(X,Y ) is right Fredholm, if def(A) = dimY/R(A) <
∞, and N (A) is complemented in X. Notice that if A is right Fredholm, then it
follows that R(A) has to be a closed and complemented subspace of Y . The set of
all right Fredholm operators from X to Y is denoted by Φr(X,Y ). It is well-known
that A ∈ Φr(X,Y ) if and only if there exist B ∈ L(Y,X) and F ∈ F(Y ) such that
AB = IY + F holds.

An operator A ∈ L(X,Y ) is left Fredholm, if nul(A) = dimN (A)
< ∞, and R(A) is closed and complemented in Y . The set of all left Fredholm
operators from X to Y is denoted by Φl(X,Y ). It is well-known that A ∈ Φl(X,Y )
if and only if there exist B ∈ L(Y,X) and F ∈ F(X) such that BA = IX + F
holds.
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If A ∈ Φr(X,Y ) and B ∈ Φr(Y,Z), then BA ∈ Φr(X,Z). The similar result
holds for the class Φl. The set of Fredholm operators is defined as Φ(X,Y ) =
Φr(X,Y ) ∩ Φl(X,Y ).

We formulate the following well-known results.

Lemma 11.1. Let X,Y, Z be Banach spaces and let A ∈ L(X,Y ), B ∈ L(Y, Z). If
BA ∈ Φ(X,Z), then the following holds: A ∈ Φ(X,Y ) if and only if B ∈ Φ(Y,Z).

Lemma 11.2. Let X,Y be Banach spaces, and let A ∈ Φr(X,Y ), P ∈ F(X,Y ).
Then A+ P ∈ Φr(X,Y ). The analogous result holds for classes Φl and Φ.

Lemma 11.3. Let M1,M2 and N be the vector subspaces of the vector space X.
If M1 ⊆ M2, then dimM1/(M1 ∩N) ⩽ dimM2/(M2 ∩N).

Properties of right (left) Fredholm and related operators can be found in [30]
and [49]. For the importance and applications of operator matrices we refer to
[12,19,25,26,29,38,45,56]. Particularly, this paper is related to the research in [12]
and [38], where the left and right invertibility of M(T,S) is considered.

11.1. Right Fredholm operator. Now, we consider right Fredholm properties of
M(T,S).

Theorem 11.1. Let A ∈ L(X) and C ∈ L(Y,X) be given. The following state-
ments are equivalent

1) [A C] ∈ Φr(X ⊕ Y,X) ∖ Φ(X ⊕ Y,X), and there exists an operator J ∈
Φl(Y,N ([A C])∖ Φ(Y,N ([A C])).

2) M(T,S) ∈ Φr(X ⊕ Y )∖ Φ(X ⊕ Y ) for some T ∈ L(X,Y ) and S ∈ L(Y ).

Proof. 1) =⇒ 2): Suppose that [A C] ∈ Φr(X ⊕ Y,X)∖ Φ(X ⊕ Y,X). It follows
that N ([A C]) is infinite dimensional. By the assumption, there exists an oper-
ator J ∈ Φl(Y,N ([A C]) ∖ Φ(Y,N ([A C])), so N (J) is finite dimensional and
N ([A C])/R(J) is infinite dimensional. The operator J has the form

J =

[
E
G

]
: Y →

[
X
Y

]
.

Since R(J) is closed and complemented in N ([A C]), and N ([A C]) is closed
and complemented in X⊕Y , we obtain that there exist closed subspaces V and W
such that N [A C]) = R(J)⊕ V and X ⊕ Y = N ([A C])⊕W = R(J)⊕ V ⊕W .
Notice that V is infinite dimensional.

There exists a closed subspace Y1 such that Y = N (J)⊕Y1. Now, the reduction
operator J : Y1 → R(J) is invertible, so let K1 : R(J) → Y1 denote its inverse.
Define the operator K ∈ L(X ⊕ Y, Y ) in the following way

Kx =

{
K1x, x ∈ R(J),

0, x ∈ V ⊕W.

Then K ∈ L(X ⊕ Y, Y ) is a right Fredholm operator, such that N (K) = V ⊕W .
The operator K has the matrix form

K = [T S] :

[
X
Y

]
→ Y.
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We also have

(11.1) KJ = [T S]

[
E
G

]
= IY − P1,

where P1 is the projection from Y onto the finite dimensional subspace N (J),
parallel to Y1.

From R(J) ⊂ N ([A C]) we get that

(11.2) [A C]

[
E
G

]
= 0.

Since [A C] ∈ Φr(X ⊕ Y,X), we have the following decompositions of spaces:
X ⊕ Y = N ([A C])⊕W and X = R([A C])⊕U , where U is finite dimensional.
Since the reduction [A C] : W → R([A C]) is invertible, define L1 : R([A C]) →
W to be its inverse. Then consider the operator L ∈ L(X,X⊕Y ), which is defined
as follows

Lx =

{
L1x, x ∈ R([A C])

0, x ∈ U.

The operator L has the matrix form

L =

[
D
F

]
: X →

[
X
Y

]
.

Then L ∈ Φl(X,X ⊕ Y ), R(L) = W , and

(11.3) [A C]L = [A C]

[
D
F

]
= IX − P2,

where P2 is the projection from X onto the finite dimensional subspace U , parallel
to R([A C]). Since N ([T S]) = V ⊕W , we conclude that

(11.4) [T S]

[
D
F

]
= 0.

Finally, from (11.1), (11.2), (11.3) and (11.4), we get that for M =
[
A C
T S

]
i N =[

D E
F G

]
the following holds

MN =

[
A C
T S

] [
D E
F G

]
=

[
IX 0
0 IY

]
+

[
−P2 0
0 −P1

]
.

Since
[−P2 0

0 −P1

]
is finite rank, we conclude that M is right Fredholm. Moreover,

we notice that

N (M) = N ([A C]) ∩N ([T S]) = V,

R(N) = R
([

D
F

])
+R

([
E
G

])
= W ⊕R(J),

X ⊕ Y = R(J)⊕ V ⊕W.

Since V is infinite dimensional, we obtain that both M and N are not Fredholm
operators.

2) =⇒ 1): Suppose that there exist some T ∈ L(X,Y ) and S ∈ L(Y ) such that
M(T,S) ∈ Φr(X ⊕ Y ) ∖ Φ(X,Y ). Then there exist operators N ∈ L(X ⊕ Y ) and
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P ∈ F(X ⊕Y ) such that MN = I +P . The last equality holds in the matrix form
as follows [

A C
T S

] [
D E
F G

]
=

[
IX 0
0 IY

]
+

[
P11 P12

P21 P22

]
,

where all Pij are finite rank operators. It also follows that N =
[
D E
F G

]
∈ Φl(X⊕Y ).

In particular, we obtain

[A C]

[
D
F

]
= IX + P11,

so [A C] is right Fredholm. The operator IX + P11 is Fredholm. If we suppose
that [A C] is Fredholm, by Lemma 11.1 it follows that

[
D
F

]
is also Fredholm.

Since

R
([

D E
F G

])
= R

([
D
F

])
+R

([
E
G

])
⊃ R

([
D
F

])
,

it follows that
[
D E
F G

]
belongs to Φr(X⊕Y ), so

[
D E
F G

]
is Fredholm. By Lemma 11.1

again, we obtain that
[
A C
T S

]
is Fredholm (since I + P is Fredholm from Lemma

11.2). The last statement is not possible, so we obtain that [A C] ∈ Φr(X ⊕
Y,X)∖ Φ(X ⊕ Y,X).

Denote with L =
[
E
G

]
∈ L(Y,X ⊕ Y ). We have [T S]L = IY + P22, so

L ∈ Φl(Y,X ⊕ Y )∖ Φ(Y,X ⊕ Y ). Otherwise, if L is Fredholm, then also
[
D E
F G

]
is

Fredholm, so
[
A C
T S

]
is Fredholm.

Since we have the following decomposition of space X ⊕ Y = N ([A C]) ⊕W ,
the operator L has the matrix form

L =

[
J
K

]
: Y →

[
N ([A C])

W

]
.

From the fact that R(P12) = R([A C]L) = R
(
[A C]

[
J
K

])
= [A C](R(K)) is a

finite dimensional space and the reduction [A C] : W → R([A C]) is a bijection,
we obtain that R(K) is a finite dimensional subspace of W .

Since L ∈ Φl(Y,X ⊕ Y )∖Φ(Y,X ⊕ Y ), we have the following decompositions of
spaces Y = N (L)⊕U and X⊕Y = R(L)⊕U1, where dimN (L) < ∞ and dimU1 =
∞. The reduction operator L : U → R(L) is invertible, so let L1 : R(L) → U be its
inverse.

As it was shown, R(K) is a finite dimensional subspace, so Y1 = L1(R(K)) have
to be finite dimensional subspace of U and there exists a closed subspace Y2 such
that U = Y1 ⊕ Y2.

Now, the operator L has the following matrix form

L =

[
J 0 0
0 K 0

]
:

 Y2

Y1

N (L)

→
[
N ([A C])

W

]
,

where Y1 is finite dimensional. We obtain thatN (J)=Y1⊕N (L), so dimN (J)<∞.
From the fact that [T S]L = IY + P22 follows that

L1(N ([T S]) ∩R(L)) ⊆ N (IY + P22).
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Since IY + P22 is Fredholm operator, we have that L1(N ([T S]) ∩R(L)) is finite
dimensional, so N ([T S]) ∩R(L) is also finite dimensional subspace.

Denote with V = N ([A C]) ∩N ([T S]) ∩R(J). Further,

V ⊆ N ([T S]) ∩R(J) ⊆ N ([T S]) ∩R(L),

so it follows that dimV < ∞. Then, there exists a closed subspace V1 such that
N (M(T,S)) = N ([A C]) ∩ N ([T S]) = V ⊕ V1. Since N (M(T,S)) is infinite
dimensional, then V1 is also infinite dimensional subspace.

Now, applying the Lemma 11.3 on the spaces N ([A C])∩N ([T S]), N ([A C])
and R(J), we obtain

dimV1 = dim(N ([A C]) ∩N ([T S]))/V ⩽ dimN ([A C])/R(J).

We conclude that dimN ([A C])/R(J) = ∞.
Lastly, we proved for the operator J : Y → N ([A C]) that dimN (J) < ∞ and

dimN ([A C])/R(J) = ∞.
So, there exists the operator J ∈ Φl(Y,N ([A C])∖ Φ(Y,N ([A C])). □

11.2. Left Fredholm operators. Now, we investigate the left Fredholm properties
of M(T,S). We consider two separate cases according to the dimension of Y .

Theorem 11.2. Let X be infinite dimensional, and let Y be finite dimensional.
For given A ∈ L(X) and C ∈ L(Y,X), the following statements are equivalent

1) M(T,S) ∈ Φl(X⊕Y )∖Φ(X⊕Y ) for every T ∈ L(X,Y ) and every operator
S ∈ L(Y );

2) A ∈ Φl(X)∖ Φ(X).

Proof. Before the proof of the equivalence, note that

N
([

A 0
0 0

])
= N (A)⊕ Y, R

([
A 0
0 0

])
= R(A)⊕ {0}.

Since Y is finite dimensional, we have that A ∈ Φl(X) ∖ Φ(X) if and only if[
A 0
0 0

]
∈ Φl(X ⊕ Y )∖ Φ(X ⊕ Y ).

1) =⇒ 2): Suppose that M(T,S) is left Fredholm but not Fredholm, for every

T ∈ L(X,Y ) and every S ∈ L(Y ). We have that
[
A 0
0 0

]
=
[
A C
T S

]
+
[

0 −C
−T −S

]
where[

0 −C
−T −S

]
is finite rank operator. Applying Lemma 11.2, we obtain that

[
A 0
0 0

]
is

left Fredholm operator.
Suppose that

[
A 0
0 0

]
is Fredholm. Applying Lemma 11.2 to

[
A 0
0 0

]
we conclude

that M(T,S) has to be Fredholm, which does not hold. Hence,
[
A 0
0 0

]
is left Fredholm

but not Fredholm operator, so we have that A ∈ Φl(X)∖ Φ(X).
2) =⇒ 1): Suppose that A is left Fredholm but not Fredholm, so the operator[

A 0
0 0

]
is also left Fredholm but not Fredholm.

Let T ∈ L(X,Y ) and S ∈ L(Y ) be arbitrary operators. Then the operator
M(T,S) is a finite-rank perturbation of

[
A 0
0 0

]
. Indeed,

[
A C
T S

]
=
[
A 0
0 0

]
+
[
0 C
T S

]
, where[

0 C
T S

]
is a finite rank operator because Y is finite dimensional space. Applying

Lemma 11.2 to
[
A 0
0 0

]
we get that M(T,S) is left Fredholm operator. If we suppose

that M(T,S) is Fredholm, from Lemma 11.2, we conclude that
[
A 0
0 0

]
have to be
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Fredholm, which does not hold. We obtain that M(T,S) is left Fredholm but not
Fredholm operator. □

Theorem 11.3. Let X and Y be infinite dimensional, such that Y is isomorphic
to Z = X ⊕ Y . Let A ∈ L(X) and C ∈ L(Y,X) be arbitrary. Then M(T,S) ∈
Φl(X ⊕ Y )∖ Φ(X ⊕ Y ) for some T ∈ L(X,Y ) and S ∈ L(Y ).

Proof. Since Y is isomorphic with Z, then Y = Y1 ⊕ Y2, where X is isomorphic
to Y1, and Y is isomorphic to Y2. Let T ∈ L(X,Y1) and S ∈ L(Y, Y2) be those
isomorphisms. Then T ∈ L(X,Y ) is left invertible with a left inverse K ∈ L(Y,X)
and N (K) = Y2. Also, S ∈ L(Y, Y2) is left invertible with a left inverse L and
N (L) = Y1. Then [

0 K
0 L

] [
A C
T S

]
=

[
IX 0
0 IY

]
,

so M(T,S) is left invertible. It follows that M(T,S) is left Fredholm for chosen

operators T and S. Suppose that M(T,S) is Fredholm. Since
[
IX 0
0 IY

]
is Fredholm,

from Lemma 11.1 it follows that N is also Fredholm. However, we notice N (N) =
X, which is infinite dimensional. Hence, N is not Fredholm. Then M(T,S) is not
Fredholm also, i.e. M(T,S) ∈ Φl(X ⊕ Y )∖ Φ(X ⊕ Y ). □

We formulate a corollary for Hilbert space operators.

Corollary 11.1. Let X and Y be infinite dimensional and mutually orthogonal
subspaces of a Hilbert space Z = X ⊕ Y . Suppose that dimH Y = dimH Z. Let
A ∈ L(X) and C ∈ L(Y,X) be arbitrary. Then M(T,S) ∈ Φl(X ⊕ Y ) ∖ Φ(X ⊕ Y )
for some T ∈ L(X,Y ) and S ∈ L(Y ).

11.3. Left Browder invertibility of MC . As part of Fredholm theory, the Brow-
der operators are studied.

An operator T ∈ B(X) is left Browder, if it is left Fredholm with finite ascent.
Analogously, T is right Browder, if it is right Fredholm with finite descent. These
classes of operators are denoted, respectively, by Bl(X) and Br(X). The set of all
Browder operators on X is defined as B(X) = Bl(X) ∩ Br(X).

Among left Browder operators, we distinguish one new class of operators as
follows

Blc(X) = {T ∈ Bl(X) : R(T ) +N (T asc(T )) is complemented in X}.

Analogously, among right Browder operators we distinguish the following class
of operators

Brc(X) = {T ∈ Br(X) : R(T dsc(T )) +N (T ) is complemented in X}.

Now, we prove the following result concerning the left Browder invertibility of
MC .

Theorem 11.4. Suppose that the following hold: A ∈ Blc(X), B is relatively

regular, and N (B) is isomorphic to X/(R(A) +N (Aasc(A))). Then there exists
some C ∈ L(Y,X) such that MC ∈ Bl(Z).
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Proof. Let A ∈ Blc(X), asc(A) = p, and let W be a closed subspace of X such that

X = R(A) +N (Ap)⊕W . Since N (B) is complemented, then Y = N (B)⊕ V for
a closed subspace V . Since there exists a linear bounded and invertible operator
T : N (B) → W , we can define operator C : Y → X by

C =

[
T 0
0 0

]
:

[
N (B)
V

]
→
[

W

R(A) +N (Ap)

]
.

We prove that MC is left Fredholm. Let
[ x
y

]
∈ N (MC), so it is Ax+ Cy = 0 and

By = 0. We have Ax = −Cy = −Ty ∈ R(A) ∩W ⊆ R(A) +N (Ap) ∩W = {0}.
Since y ∈ N (B) we have Cy = Ty, so x ∈ N (A) and Ty = 0. Since T is invertible,
we have y = 0. It means that

[ x
y

]
∈ N (A) ⊕ {0}, so N (MC) ⊆ N (A) ⊕ {0}. It

follows that nul(MC) ⩽ nul(A) < ∞.
Notice that we have obviously N (A) ⊂ N (MC), so actually we have nul(MC) =

nul(A).
Let S be a reflexive inverse of A, let K be a reflexive inverse of B, and let

L =
[
T−1 0
0 0

]
. We prove that N =

[
S 0
L K

]
is an inner inverse of MC . We have

MCNMC =

[
ASA+ CLA ASC + CLC + CKB

BLA BLC +BKB

]
.

Since R(A) ⊆ R(A) +N (Ap) = N (L), we have LA = 0 which induces BLA = 0
and CLA = 0. From the fact that S is a reflexive inverse of A, we have ASA = A,
and AS is a projection from X on R(A). Since R(C) = W , W ∩ R(A) = {0}
and AS is a projection on R(A), it follows that ASC = 0. Analogously, from the
fact that K is a reflexive inverse of B, we have BKB = B and KB is a projection
from Y on V . Since V = N (C) and R(KB) = V , it holds CKB = 0. We have

that LC =
[
I 0
0 0

]
:
[N (B)

V

]
→
[N (B)

V

]
, so R(LC) ⊆ N (B) and then BLC = 0.

Obviously, CLC = C holds.
It follows that[

ASA+ CLA ASC + CLC + CKB
BLA BLC +BKB

]
=

[
A C
0 B

]
= MC .

Thus MC is relatively regular. This induces MC ∈ Φl.
Now, we prove that asc(MC) < ∞. It is enough to prove that N (Mp+1

C ) ⊆
N (Mp

C). Let
[ x
y

]
∈ N (Mp+1

C ), then

Ap+1x+ApCy +Ap−1CBy + · · ·+ACBp−1y + CBpy = 0, Bp+1y = 0.

Since Bpy ∈ N (B), it follows that Ap+1x+ApCy+Ap−1CBy+ · · ·+ACBp−1y =

−CBpy ∈ R(A) ∩W ⊆ R(A) +N (Ap) ∩W = {0}. Thus
Ap+1x+ApCy +Ap−1CBy + · · ·+ACBp−1y = 0, CBpy = 0.

From the definition of C and from Bp ∈ N (B), we know that CBpy = TBpy = 0.
Since T is invertible, we conclude that Bpy = 0.

From the fact that Ap+1x + ApCy + Ap−1CBy + · · · + ACBp−1y = 0, we have
that x1 = Apx+Ap−1Cy +Ap−2CBy + · · ·+ACBp−2y +CBp−1y ∈ N (A). Then

Apx+Ap−1Cy +Ap−2CBy + · · ·+ACBp−2y − x1 + CBp−1y = 0, Bpy = 0.
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Thus Bp−1y ∈ N (B). It induces that

Apx+Ap−1Cy +Ap−2CBy + · · ·+ACBp−2y − x1

= −CBp−1y ∈ (R(A) +N (A)) ∩W ⊆ R(A) +N (Ap) ∩W = {0},

then Bp−1y = 0 and Apx + Ap−1Cy + Ap−2CBy + · · · + ACBp−2y = x1. Since
x1 ∈ N (A), it follows that Ap−1x+Ap−2Cy+Ap−3CBy+ · · ·+CBp−2y ∈ N (A2).
Let x2 = Ap−1x+Ap−2Cy +Ap−3CBy + · · ·+ CBp−2y. Then

Ap−1x+Ap−2Cy+Ap−3CBy+ · · ·+ACBp−3y− x2 +CBp−2y = 0, Bp−1y = 0.

If we continue this process, we get A2x+ACy− xp−1 +CBy = 0, B2y = 0, where
xp−1 ∈ N (Ap−1). Then there exists xp ∈ N (Ap) such that Ax + Cy − xp = 0,

By = 0. Thus Ax − xp = −Cy ∈ R(A) +N (Ap) ∩ W = {0}. It follows that

x ∈ N (Ap+1) = N (Ap) and y = 0, so
[ x
y

]
∈ N (Mp

C). Since N (Mp+1
C ) ⊆ N (Mp

C),
we get asc(MC) ⩽ p. □

12. Perturbations of spectra of operator matrices

The spectral theory is an essential part of functional analysis. It has great ap-
plication in several branches of mathematics and physics such as complex analysis,
function theory, matrix theory, differential and integral equations, quantum physics,
control theory, etc. The book [49] is also an important contribution.

Various types of spectra have been studied throughout history. The spectrum for
operator A ∈ L(X) is defined as follows: σ(A) = {λ ∈ C | A−λI is not invertible}.

The spectrum can also be defined in relation to another set of elements such as
regular, Fredholm, left and right invertible elements, etc. Some of these spectra for
operator A ∈ L(X) are defined as follows

Left spectrum: σl(A) = {λ ∈ C | A− λI /∈ Gl(X)}
Right spectrum: σr(A) = {λ ∈ C | A− λI /∈ Gr(X)}
Regular spectrum: σg(A) = {λ ∈ C | A− λI is not regular}
Essential spectrum: σe(A) = {λ ∈ C | A− λI /∈ Φ(X)}
Left Fredholm spectrum: σle(A) = {λ ∈ C | A− λI /∈ Φl(X)}
Right Fredholm spectrum: σre(A) = {λ ∈ C | A− λI /∈ Φr(X)}
Point spectrum: σp(A) = {λ ∈ C | A− λI is not “1–1”}

The spectrum of operator matrices has been studied in the literature, see [12,
19,25,29,39,45]. When it comes to operator matrices of type MC , it is interesting
to observe how the spectrum of these matrices looks like for arbitrary C, and to
find

⋂
C∈L(Y,X) στ , where στ is one of the mentioned spectrum.

This is the subject of study in [19].

12.1. Perturbation of the essential spectrum. We start with the following
result.
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Lemma 12.1. [31] If T ∈ L(X,Y ), S ∈ L(Y,Z), ST ∈ L(X,Z) are relatively
regular, then

N (T )×N (S)× Z/R(ST ) ∼= N (ST )× Y/R(T )× Z/R(S).

Definition 12.1. Banach spaces U, V are isomorphic up to a finite dimensional
subspace, if one of the following two statements hold:
1)There exists a bounded below operator J1 : U→V such that dimV/J1(U)<∞, or
2) There exists a bounded below operator J2 : V → U such that dimU/J2(V ) < ∞.

Lemma 12.2. Let X,Y be Banach spaces and let M,N be finite dimensional
spaces. If M⊕X ∼= N⊕Y , then X and Y are isomorphic up to a finite dimensional
subspace. Particulalry, if dimM = dimN , then X ∼= Y .

Proof. If at least one of X,Y is finite dimensional, then the result is trivial. Hence,
we suppose that both X and Y are infinite dimensional. Let dimM = m, dimN =
n, and J : M ⊕ X → N ⊕ Y be a Banach space isomorphism. Let x1, . . . , xk ∈
X be a system of linearly independent vectors in X, such that Jx1, . . . , Jxk are
linearly independent modulo Y . We conclude 0 ⩽ k ⩽ n. There exists a system
of n − k vectors z1, . . . , zn−k in N ⊕ Y , which are linearly independent modulo
span{Jx1, . . . , Jxk} ⊕ Y . We get 0 ⩽ n − k ⩽ n. Denote by yi = J−1zi, for all
i + 1, . . . , n − k, in the case when n − k > 0. All vectors y1, . . . , yn−k must be
linearly independent modulo X. In general, we get 0 ⩽ n− k ⩽ m. There exists a
system of exactly l = m− (n− k) vectors u1, . . . , ul which are linearly independent
modulo span{y1, . . . , yn−k} ⊕X. There exists a Banach space X1 such that

span{x1, . . . , xk} ⊕X1 = X,

M ⊕X = span{y1, . . . , yn−k} ⊕ span{u1, . . . , ul} ⊕ span{x1, . . . , xk} ⊕X1.

Let vi = Jui, i = 1, . . . , l. Vectors v1, . . . , vl are linearly independent modulo

span{Jx1, . . . , Jxk} ⊕ span{z1, . . . , zn−k}.

Let Y1 = J(X1). Then Y1 is closed, X1
∼= Y1 and

N ⊕ Y = span{Jx1, . . . , Jxk} ⊕ span{z1, . . . , zn−k} ⊕ span{v1, . . . , vl} ⊕ Y1.

Since span{Jx1, . . . , Jxk} ⊕ span{z1, . . . , zn−k} is linearly independent modulo Y ,
we conclude

N ⊕ Y = span{Jx1, . . . , Jxk} ⊕ span{z1, . . . , zn−k} ⊕ Y.

Hence,

Y ∼=
N ⊕ Y

span{Jx1, . . . , Jxk} ⊕ span{z1, . . . , zn−k}
∼= span{v1, . . . , vl} ⊕ Y1.

We have to add a k-dimensional subspace to X1, to get space which is isomorphic to
X. We have to add an l-dimensional space to Y1 to get a space which is isomorphic
to Y . Since X1

∼= Y1, we conclude that X and Y are isomorphic up to a finite
dimensional subspace.

Particularly, if m = n, then k = l, so X ∼= Y . □
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Now, let Z = X ⊕ Y be a topological direct sum of closed subspaces X,Y of Z.
Let

MC =

[
A C
0 B

]
:

[
X
Y

]
→
[
X
Y

]
.

Since Φ(Z), Φ(X) and Φ(Y ) are strong regularities, we have the result

(∀C ∈ L(Y,X)) σe(MC) ⊂ σe(A) ∪ σe(B).

We prove the following result.

Theorem 12.1. Let A ∈ L(X) and B ∈ L(Y ) be given and consider the following
statements

1) MC ∈ Φ(Z) for some C ∈ L(Y,X).
2) 2.1) A ∈ Φl(X);

2.2) B ∈ Φr(Y );

2.3) N (B) and X/R(A) are isomorphic up to a finite dimensional subspace.

Then 1) ⇐⇒ 2).

Proof. 1) =⇒ 2): Let MC ∈ Φ(Z) for some C ∈ L(Y,X), and denote B1 =
[
I 0
0 B

]
,

C1 =
[
I C
0 I

]
, A1 =

[
A 0
0 I

]
. Obviously, C1 is invertible in L(Z). From MC =

B1C1A1 ∈ Φ(Z) it follows that B1, B1C1 ∈ Φr(Z), and A1, A1C1 ∈ Φl(Z). Thus
2.1) and 2.2) are proved.

Applying Lemma 12.1 to MC = (B1C1)A1, we get

N (A)×N (B1C1)× (X ⊕ Y )/R(MC) ∼= N (MC)×X/R(A)× Y/R(B).

Now we apply Lemma 12.1 to B1C1 and get

N (B)× Y/R(B) ∼= N (B1C1)× Y/R(B).

Since def(B) < ∞, from Lemma 12.2 we obtain N (B) ∼= N (B1C1). Finally, the
following hold

N (A)×N (B)× Z/R(MC) ∼= N (MC)×X/R(A)× Y/R(B).

Since N (A), Z/R(MC), N (MC), Y/R(B) are finite dimensional, we conclude that
N (B) and X/R(A) are isomorphic up to a finite dimensional subspace. Thus 2.3)
is proved.

2) =⇒ 1) Suppose that A ∈ Φl(X), B ∈ Φr(Y ) and N (B) and X/R(A) are
isomorphic up to a finite dimensional subspace. There exists closed subspaces U
and V of X and Y , repsectively, such that R(A)⊕U = X and N (B)⊕V = Y . We
consider two cases.

Case 1. Suppose that there exists a bounded below operator J : N (B) → U , such
that dimU/J(N (B)) < ∞. There exists a finite dimensional subspace W of X
such that J(N (B))⊕W = U . We define C ∈ L(Y,X) as follows

C =

J 0
0 0
0 0

 :

[
N (B)
V

]
→
[
J(N (B))
WR(A)

]
.
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Obviously, R(C) = J(N (B)). Now, R(MC) = [R(A) ⊕ J(N (B))] ⊕ R(B) and
dimZ/R(MC) = dimW + def(B) < ∞. It also follows that R(MC) is closed. On
the other hand, if MC

[ x
y

]
= 0, then y ∈ N (B) and Ax = −Cy, implying x ∈ N (A)

and y = 0. We get N (MC) = N (A), so MC ∈ Φ(Z).

Case 2. Assume that there exists a bounded below operator J : U → N (B), such
that dimN (B)/J(U) < ∞. There exists a finite dimensional subspace K of N (B)
such that N (B) = J(U) ⊕ K. Let J1 : J(U) → U denote the inverse of the re-
dusction J : U → J(U). Define C ∈ L(Y,X) as follows

C =

[
J1 0 0
0 0 0

]
:

J(U)
K
V

→
[

U
R(A)

]
.

Obviously, R(C) = U . We conclude that R(MC) = X⊕R(B), so dimZ/R(MC) =
def(B) < ∞ and R(MC) is closed. Also, N (MC) = N (A) ⊕ Z, so it follows that
MC ∈ Φ(Z). □

We get the following consequence.

Corollary 12.1. For given A ∈ L(X) and B ∈ L(Y ) the following holds⋂
C∈L(X,Y )

σe(MC) = σle(A) ∪ σre(B) ∪W(A,B),

where

W(A,B) = {λ ∈ C : N (B − λ) and X/R(A− λ) are not isomorphic

up to a finite dimensional subspace}.

We know which part of the set σe(A)∪ σe(B) can be perturbed out by choosing
a suitable operator C ∈ L(Y,X).

Theorem 12.2. Assume that there exists an operator A ∈ L(Y,X) such that the
inclusion σe(MC) ⊂ σe(A) ∪ σe(B) is proper. Then

[σe(A) ∪ σe(B)]∖ σe(MC) ⊂ σe(A) ∪ σe(B).

Proof. Suppose that [σe(A)∖ σe(B)]∖ σe(MC). Then A− λ /∈ Φ(X) and B − λ ∈
Φ(Y ). Since nul(B − λ) < ∞, by Corollary 12.1 we conclude def(A − λ) < ∞. It
follows that λ /∈ σe(A), and it is in contradiction with the choice of λ. Thus

[σe(A)∖ σe(B)]∖ σe(C) = ∅.
In the same manner we can prove

[σe(B)∖ σe(A)]∖ σe(MC) = ∅. □

Consider the following classes of operators

S+(X) = {T ∈ L(X) : nul(T − λ) ⩾ def(T − λ)

if at least one of these quantities is finite},

S+(X) = {T ∈ L(X) : nul(T − λ) ⩽ def(T − λ)
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if at least one of these quantities is finite},

Theorem 12.3. If A ∈ S+(X) or B ∈ S−(Y ), then for every C ∈ L(Y,X) we
have σe(MC) = σe(A) ∪ σe(B).

Proof. It is enough to prove the inclusion ⊃. Suppose that λ ∈ [σe(A) ∪ σe(B)] ∖
σe(MC). Then A − λ ∈ Φl(X), B − λ ∈ Φr(Y ), and N (B − λ) and X/R(A − λ)
are isomirpshic up to a finite dimensional subspace.

If A ∈ S+(X), then def(A − λ) ⩽ nul(A − λ) < ∞ and A − λ ∈ Φ(X). Hence
N (B − λ) must be finite dimensional subspace and B − λ ∈ Φ(Y ).

If B ∈ S−(Y ), then nul(B − λ) ⩽ def(B − λ) < ∞ and B − λ ∈ Φ(Y ). Then
X/R(A− λ) must be finite dimensional and A− λ ∈ Φ(X).

In both cases we obtain A−λ ∈ Φ(X) and B−λ ∈ Φ(Y ), which is in contradiction
with our assumtion λ ∈ σe(A) ∪ σe(B). □

12.2. Perturbation of the Weyl and Browder spectrum. We consider the Weyl
spectrum of MC .

Theorem 12.4. Let A ∈ L(X) and B ∈ L(Y ) be given and consider the statements

1) MC ∈ ϕ0(Z) for some C ∈ L(Y,X).

2) A ∈ Φl(X), B ∈ Φr(Y ), N (A)⊕N (B) ∼= X/R(A)⊕ Y/R(B).

Proof. 1) =⇒ 2): Follows from (3.1) and Lemma 2.3.
2) =⇒ 1): Let A ∈ Φl(X), B ∈ Φr(X) and

(12.1) N (A)⊕N (B) ∼= X/R(A)⊕ Y/R(B).

There exists closed subspaces U and V such thatX = R(A)⊕U and Y = N (B)⊕V .
We consider three cases.

Case 1. Let nul(A) = def(B) < ∞. From (12.1) it follows that N (B) ∼= X/R(A).
Let J : N (B) → U be an arbitrary isomorphism. Define C ∈ L(Y,X) as follows

C =

[
J 0
0 0

]
:

[
N (B)
V

]
→
[

U
R(A)

]
.

We get that R(MC) = X ⊕R(B),, N (MC) = N (A), so MC is Weyl.

Case 2. Let nul(A) < def(B) < ∞. From (12.1) it follows that there exists a
bounded below operator J : U → N (B), such that dimN (B)/J(U) = def(B) −
nul(A). The reduction J : U → J(U) is invertible, so let J1 : J(U) → U denote its
inverse. There exists a finite dimensional subspace U1 such that J(U)⊕U1 = N (B)
and dimU1 = def(B)− nul(A). Define C ∈ L(Y,X) as

C =

[
J1 0 0
0 0 0

]
:

J(U)
U1

V

→
[

U
R(A)

]
.

We get that R(MC) = X ⊕R(B) and N (MC) = N (A)⊕ U1, so we conclude that
MC is Weyl.
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Case 3. Let def(B) < nul(A) < ∞. From (12.1) it follows that there exists a
bounded below operator J : N (B) → U such that dimZ/J(N (B)) = nul(A) −
def(B). There exists a finite dimensional space U2 such that J(N (B)) ⊕ U2 = U
and dimU2 = nul(A)− def(B). We define C ∈ L(Y,X) as

C =

J 0
0 0
0 0

 :

[
N (B)
V

]
→

J(N (B))
U2

R(A)

 .

It follows that R(MC) = [R(A) ⊕ J(N (B))] ⊕ R(B), N (MC) = N (A), and we
conclude that MC is Weyl. □

As a corollary we get the following result.

Corollary 12.2. For given A ∈ L(X) and B ∈ L(Y ) the following holds⋂
C∈L(Y,X)

σw(MC) = σle(A) ∪ σre(B) ∪W0(A,B),

where

W0(A,B) =
{
λ ∈ C : N (A− λ)⊕N (B) is not isomorphic to

X/R(A− λ)⊕ Y/R(B − λ)
}
.

We formulate the result for the Browder spectrum.

Corollary 12.3. Let A ∈ L(X) and B ∈ L(Y ) be given. Consider the following
statements

1) A ∈ Φl(X); B ∈ Φr(Y ); N (B) and X/R(A) are isomorphic up to a finite
dimensional subspace; A and B are Drazin invertible.

2) MC ∈ B(Z) for some C ∈ L(Y,X).

Then 1) =⇒ 2).
Moreover, if 0 /∈ acc(σ(A) ∪ σ(B)), then 1) ⇐⇒ 2).

Proof. Follows from Theorem 12.1. □

We have more details concerning the perturbation of the Browder spectrum.

Theorem 12.5. If A ∈ L(X), B ∈ L(Y ), then

(12.2)
⋂

C∈L(Y,X)

σb(MC) ⊂ σle(A) ∪ σre(B) ∪W(A,B) ∪W1(A,B),

where W(A,B) is defined in Corollary 12.2 and

W1(A,B) = {λ ∈ C : one of A− λ or B − λ is not Drazin invertible}.

If accσ(A) ∪ accσ(B) = ∅, then the equality holds in (12.2).
If σa(A) = σ(A) and σd(B) = σ(B), then the equality holds in (12.2).
If σ(A) ∪ σ(B) does not have interior points, then the equality holds in (12.2).
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Proof. The result of (12.2) follows immediately from Theorem 3.9. If the assump-
tion accσ(A) ∪ accσ(B) = ∅ is satisfied, then from Theorem 12.5 it follows that
equaltiy holds in (12.2).

Suppose that σa(A) = σ(A) and σd(B) = σ(B), and

λ /∈
⋂

C∈L(Y,X)

σb(MC).

There exists some C ∈ L(Y,X) such that MC − λ ∈ B(Z). From Theorem 12.1
it follows that A − λ ∈ Φl(X), B − λ ∈ Φr(Y ) and X/R(A − λ) is isomorphic to
N (B − λ) up to a finite dimensional subspace. Let asc(MC − λ) = dsc(MC − λ) =
p < ∞. Also, λ /∈ acc(MC). Hence, there exists an ϵ > 0 such that if 0 < |z−λ| < ϵ
then z /∈ σ(MC − λ). For such z the operator MC − λ is invertible and it is eaasy
to prove that A−λ− z is left invertible and B−λ− z is right invertible. It follows
that λ /∈ accσa(A) ∪ accσd(B) = accσ(A) ∪ accσ(B). It follows that A − λ and
B − λ are Drazin invertible.

Let int(σ(A) ∪ σ(B)) = ∅. If λ /∈
⋂

C∈L(Y,X) σb(MC), in the same way as

above we can prove that λ /∈ accσa(A) ∪ accσd(B). We will prove that λ /∈
accσ(A)∪ accσ(B). Since λ can not be an interior point of σ(A)∪σ(B), it follows
that λ must be a boundary point of σ(A)∪σ(B). If λ ∈ accσ(A), then there exists a
sequence (xn)n, xn ∈ ∂σ(A) ⊂ σa(A), such that limn→∞ xn = λ. It follows that λ ∈
accσa(A) and this is in contradiction with our previous statement λ /∈ accσa(A)∪
accσd(B). We conclude that λ /∈ accσ(A). Similarly, since ∂σ(B) ⊂ σd(B), we get
λ /∈ σ(B). Now, it follows that A− λ and B − λ are Drazin invertible. □

12.3. Perturbation of the left and right essential spectra. We formulate the
following statement.

Lemma 12.3. For given A ∈ L(X), B ∈ L(Y ) and C ∈ L(Y,X), the following
inclusion holds σre(MC) ⊂ σre(A) supσre(B). Particulary, if A ∈ Φr(X) and B ∈
Φr(Y ), then MC ∈ Φ(Z) for every C ∈ L(Y,X).

The notion of embedded spaces is introduced.

Definition 12.2. Let X and Y be Banach spaces. The space X can be embedded
in Y , and we write X ⪯ Y , if there exists a left invertible operator J : X → Y .

The space X can essentially be embedded in Y , denoted by X ≺ Y , if X ⪯ Y
and Y/T (X) is infinite dimensional space for every T ∈ L(X,Y ).

Remark 12.1. Obviously, X ⪯ Y if and only if there exists a right invertible
operator J1 : Y → X.

IfH,K are Hilbert spaces, thenH ⪯ K if and only if dimH ⩽ dimK (and dimH
is the orthogobal dimension of H). Moreover, H ≺ K if and only if dimH < dimK
and K is infinite dimensional.

The main result of this subsection follows.

Theorem 12.6. Let A ∈ L(X) and B ∈ L(Y ) be given operators. Consider the
following statements
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1) B ∈ Φr(X) and [A ∈ Φr(X) or (R(A) is closed and complemented in X

and X/R(A) ⪯ N (B))].
2) MC ∈ Φr(Z) for some C ∈ L(Y,X).

3) B ∈ Φr(Y ) and [A ∈ Φr(X), or R(A) is not closed, or N (B) ≺ X/R(A)
does not hold].

Then 1) =⇒ 2) =⇒ 3).

Proof. 1) =⇒ 2): Let B ∈ Φr(Y ). If A ∈ Φr(X), we get that MC ∈ Φr(Z) for
every C ∈ L(Y,X).

Hence, assume B ∈ Φr(Y ), A /∈ Φr(X), R(A) is closed and complemented
in X and X/R(A) ⪯ N (B). There exists a closed subspace U of X such that
R(A)⊕U = X. Let J : U → N (B) be a left invertible operator and J1 : N (B) → U
its left inverse. There exists a closed subspace V of Y such that N (B) ⊕ V = Y .
Define the operator C ∈ L(Y,X) in the following way

C =

[
J1 0
0 0

]
:

[
N (B)
V

]
→
[

U
R(A)

]
.

Then R(MC) = X ⊕R(B) and def(MC) = def(B) < ∞. Hence, MC ∈ Φr(Z).
2) =⇒ 3): Let M−C ∈ Φr(Z) for some C ∈ L(Y,X). Then R(MC) ⊂ [R(A)+

R(C)]⊕R(B). If x1, . . . , xn ∈ X are linearly independent moduloR(A)+R(C), and
if y1, . . . , ym are linearly independent modulo R(B), then n+m ⩽ def(MC) < ∞.
Hence, def(B) < ∞ and B ∈ Φr(Y ). Thus we have proved the first statement of 3).

Moreover, assume that the second statement in 3) does not hold. Then A /∈
Φr(X), R(A) is closed and N (B) ≺ X/R(A). It follows that X/R(A) is an infinite
dimensional space, and hence X/[R(A) + C(N (B))] is infinite dimensional. Let
z1, . . . , zn ∈ X be linearly independent modulo (X ⊕ Y )/R(MC). Suppose that
there exists complex numbers α1, . . . , αn, such that α1z1+· · ·+αnzn = z ∈ R(MC).
Then there exists a vector x ∈ Z such that MCz = x. We can find u ∈ X and
v ∈ Y such that x = u + v. Since z = (Au + Cv) + Bv ∈ X, Au + Cv ∈ X and
Bv ∈ Y , we get Bv = 0. Thus, α1z1 + · · · + αnzn = z ∈ R(A) + C(N (B)). This
is in contradiction with the choice of z1, . . . , zn, so z1, . . . , zn ∈ X must be linearly
independent modulo R(MC). It follows that Z/R(MC) is an infinite dimensional
space, so MC /∈ Φr(Z). This is in contradiction with our previous assumption
MC ∈ Φr(Z). Thus we have proved that the second statement in 3) holds.

3) =⇒ 1): This is obvious. □

As a corollary we get the following result.

Corollary 12.4. Let A ∈ L(X), B ∈ L(Y ) be given. Then

σre(B) ∪ {λ ∈ σre(A) : R(A− λ) is closed and N (B − λ) ≺ X/R(A− λ)}

⊂
⋂

C∈L(Y,X)

σre(MC)

⊂ σre(B) = ∪{λ ∈ σre(A) : R(A− λ) is not closed and complemented}

∪{λ ∈ σre(A) : X/R(A− λ) ⪯ N (B − λ) does not hold}.
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Analogously we can prove similar results for the left Fredholm spectrum.

Theorem 12.7. Let A ∈ L(X), B ∈ L(Y ) be given operators and consider the
following statements

1) A ∈ Φl(X) and [B ∈ Φl(Y ), or (R(B) and N (B) are closed and comple-

mented subspaces of Y and N (B) ⪯ X/R(A))].
2) MC ∈ Φl(Z) for some C ∈ L(Y,X).
3) A ∈ Φl(X) and [B ∈ Φl(Y ), or R(B) is not closed, or R(A)◦ ≺ N (B)′

does not hold) ].

Then 1) =⇒ 2) =⇒ 3).

Proof. 1) =⇒ 2): If A ∈ Φl(X) and B ∈ Φl(Y ), then we get that MC ∈ Φl(Z)
for every C ∈ L(Y,X). Otherwise, let 1) hold and B /∈ Φl(Y ). There exist closed
subspace U of X and V,W of Y , such that R(A) ⊕ U = X and N (B) ⊕ V =
R(B)⊕W = Y . Let J : N (B) → U be an arbitrary left invertible operator. There
exists a closed subspace Z such that R(J)⊕Z = U . Define C ∈ L(Y,X) as follows

C =

[
J 0
0 0

]
:

[
N (B)
V

]
→
[

U
R(A)

]
.

Then R(MC) = R(A)⊕R(J)⊕R(B). From the decomposition

X ⊕ Y = R(A)⊕R(J)⊕ U ⊕R(B)⊕W

it follows that R(MC) is closed. Also, it is easy to verify N (MC) = N (A). Hence,
MC ∈ Φ(Z).

2) =⇒ 3): Suppose that MC ∈ Φ(Z) for some C ∈ L(Y,X). If f ∈ X ′, we can
take f |Y = 0. Hence, X ⊕ Y ′ = X ⊕ Y ′. Notice that

M ′
C =

[
A′ 0
C ′ B′

]
∈ Φr(X

′ ⊕ Y ′).

We can prove A′ ∈ Φr(X
′), so A ∈ Φl(X). Thus, the first statement of 3) is proved.

Suppose that the second part of 3) does not hold. Then B /∈ Φl(Y ), R(B) is
closed and R(A)◦ ≺ N (B)′ holds. Notice that R(A)◦ = N (A′) and

N (B)′ ∼= Y ′/N (B)◦ = Y ′/R(B′).

Since B /∈ Φl(Y ), we know that Y ′/R(B′) is infinite dimensional. We can prove
that (X ′ ⊕ Y ′)/R(M ′

C) is infinite dimensional. Hence, M ′
C /∈ Φr(X

′ ⊕ Y ′) and
MC /∈ Φr(X ⊕ Y ). Thus, the second statement of 3) is proved.

3) =⇒ 1): This is obvious. □

The following result concerning the perturbation of the left Fredholm spectrum
holds.

Corollary 12.5. Let A ∈ L(X), B ∈ L(Y ) be given. Then

σle(A) ∪ {λ ∈ σle(B) : R(B − λ) is closed and R(A− λ)◦ ≺ N (B − λ)′}

⊂
⋂

C∈L(Y,X)

σle(MC) ⊂ σle(A) ∪ {λ ∈ σle(B) : R(B − λ) and N (B − λ)

are not closed and complemented}
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∪ {λ ∈ σle(B) : N (B − λ) ⪯ X/R(A− λ) does not hold}.

Remark 12.2. Notice that the mapping L(Y,X) ∋ T 7→ T ′ ∈ L(X ′, Y ′) is injec-
tive, but not necessarily surjective.

Finally, we get the result for perturbations of the Fredholm spectrum for Hilbert
space operators. This result can also be obtained from Corollary 12.2.

Corollary 12.6. Let H ⊕K be the orthogonal sum of infinite dimensional Hilbert
spaces. Then ⋂

C∈L(K,H)

σe(MC) = σle(A) ∪ σre(B) ∪W2(A,B),

where

W2(A,B) = {λ ∈ C : dimN (B − λ) ̸= dimR(A− λ)⊥

and at least one of these spaces is infinite dimensional}.

12.4. Perturbation of the left and right spectra. We begin with the following
statement.

Lemma 12.4. Let A ∈ L(X), B ∈ L(Y ) be given. Then the inclusion

σl(MC) ⊂ σl(A) ∪ σl(B)

holds for every C ∈ L(Y,X). Particularly, if A,B are left invertible, then MC is
left invertible for every C ∈ L(Y,X).

For the left invertibility of an operator matrix we can prove the following result.

Theorem 12.8. Let A ∈ L(X), B ∈ L(Y ) be given. Consider the following
statements

1) A ∈ Gl(X), N (B) ⪯ X/R(A) and B is generalized invertible.
2) MC ∈ Gl(Z) for some C ∈ L(Y,X).

3) A ∈ Gl(X) and X/R(A) does not hold.

Then 1) =⇒ 2).
Moreover, if H,K are infinite dimensional Hilbert spaces, and Z = H⊕H is the

orthogonal sum, then 2) =⇒ 3).

Proof. 1) =⇒ 2): Assume that A ∈ Gl(X), N (B) ⪯ X/R(A) and B is generalized
invertible. Let B1 ∈ L(Y ) denote a generalized inverse of B. Then Y = R(B1) ⊕
N (B). Let A1 ∈ L(X) be left inverse of A. Then X = N (A1) ⊕ R(A). Let
J : N (B) → N (A1) be a left invertible mapping and let J1 : N (A1) → N (B) denote
a left inverse of J . Hence, N (A1) = R(J)⊕N (J1). Define C ∈ L(Y,X) as follows

C =

[
J 0
0 0

]
:

[
N (B)
R(B1)

]
→
[
N (A1)
R(A)

]
.

We have the decomposition

Z = X ⊕ Y = R(A)⊕R(J)⊕N (J1)⊕R(B)⊕N (B1).

It follows that R(MC) = R(A)⊕R(J)⊕R(B) is closed.
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Define C1 ∈ L(Y,X) in the following way

C1 =

[
J1 0
0 0

]
:

[
N (A1)
R(A)

]
→
[
N (B)
R(B1)

]
.

Consider the operator

N =

[
A1 0
C1 B1

]
∈ L(X ⊕ Y ).

Then we have

NMC =

[
A1A A1C
C1A C1C +B1B

]
.

Since R(C) ⊂ N (A1) we get A1A = I. From R(A) ⊂ N (C1) we conclude C1A = 0.
Also, B1B is the projection from Y onto R(B1) parallel to N (B), and C1C is the
projection from Y onto N (B) parallel to R(B1). Hence, C1C +B1B = I and N is
the left inverse of MC . Thus, 2) is proved.

2) =⇒ 3): Let H,K be Hilbert spaces and let MC be left invertible. It
immediately follows that A is left invertible. Hence, the first part of 3) is proved.

Suppose that H/R(A) ≺ N (B) holds, i.e. dimR(A)⊥ < dimN (B).
Assume that N (C) ∩ N (B) ̸= {0}. Then for all non-zero vectors z ∈ N (C) ∩

N (B) we have MCz = 0. We conclude that MC is not one-to-one and MC /∈
Gl(H ⊕K).

We conclude that N (C) ∩ N (B) = {0}. Hence, C|N (B) is one-to-one. By [28,

Problem 42] it follows that dimC(N (B)) = dimN (B). Hence,

dimC(N (B)) = nul(B) > def(A).

Since R(A) is closed, we get R(A) ∩ C(N (B)) ̸= {0}. We take a non-zero vector

y1 ∈ R(A) ∩ C(N (B)). There exist: some y2 ∈ H and a sequence (zn)n in N (B)
such that Ay2 = y1 = limn→∞ Czn. Obviously, limn→∞ zn ̸= 0, so we can assume
that there exists an ϵ > 0 such that for every n we have ∥zn∥ ⩾ ϵ. Notice that

∥y2 − zn∥ ⩾
√
∥y2∥2 + ϵ2. Now,

lim
n→∞

∥∥∥∥MC
y2 − zn
∥y2 − zn∥

∥∥∥∥ ⩽
1√

∥y2∥2 + ϵ2
lim
n→∞

∥Ay2 − Czn −Bzn∥ = 0.

It follows that MC /∈ Gl(H ⊕K). Thus, the second part of 3) is proved. □

As a corollary we get the following result.

Corollary 12.7. Let A ∈ L(X), B ∈ L(Y ) be given. Then the following inclusion
holds⋂
C∈L(Y,X)

σl(MC) ⊂ σl(A)∪σg(B)∪{λ ∈ C : N (B−λ) ⪯ X/R(A− λ) does not hold.

If H ⊕K is the orthogonal sum of infinite dimensional Hilbert spaces H and K,
then

σl(A) ∪ {λ ∈ C : dimR(A)⊥ < dimN (B − λ)} ⊂
⋂

C∈L(K,H)

σl(MC).
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Analogously, we can prove a similar result concerning the right spectrum and
right invertibility of MC .

Theorem 12.9. Let A ∈ L(X), B ∈ L(Y ) be given operators, and consider state-
ments

1) B ∈ Gr(Y ), X/R(A) ⪯ N (B), A is generalized invertible.
2) MC ∈ Gr(X ⊕ Y ) for some C ∈ L(Y,X).

3) B ∈ Gr(Y ), and N (B) ≺ X/R(A) does not hold.

Then 1) =⇒ 2).
If H ⊕ K is the orthogonal sum of infinite dimensional Hilbert spaces, then

2) =⇒ 3).

Proof. 1) =⇒ 2) Let AB1 be a right inverse of B, and let A1 be a generalized
inverse of A. Then X = R(A) ⊕ N (A1) and Y = N (B) ⊕ R(B1) = R(B) ⊕
N (B1). There exists a left invertible operator J : N (A1) → N (B) and denote
by J1 : N (B) → N (A1) its left inverse. Define an operator C ∈ L(Y,X) in the
following way

C =

[
J1 0
0 0

]
:

[
N (B)
R(B1)

]
→
[
N (A1)
R(A)

]
.

Then R(MC) = X ⊕ Y . Since N (MC) = N (A), from the decomposition

X ⊕ Y = N (A)⊕R(A1)⊕ Y

we conclude that N (MC) is a complemented subspace of X ⊕ Y . Hence, MC is
right invertible and 2) is proved.

2) =⇒ 3): Let H,K be Hilbert spaces and let MC be right invertible. It follows
that B ∈ Gr(K), so the first part of 3) is proved.

Assume that the second part of 3) is not satisfied, i.e. dimN (B) < dimR(A)⊥.
Consider the conjugate operator MC

MC =

[
A∗ 0
C∗ B∗

]
∈ L(H ⊕K).

If N (C∗) ∩ N (A∗) ̸= 0, then there exists some z ∈ N (C∗) ∩ N (A∗) and z ̸= 0.
It follows that M∗

Cz = 0, M∗
C is not left invertible and hence MC is not right

invertible.
We conlcude that N (C∗) ∩N (A∗) = {0} holds. Then

dimC(N (A∗)) = dimN (A∗) > dimN (B) = dimR(B∗)⊥.

Since R(B) is closed, we obtain

C(N (A∗)) ∩R(B) ̸= {0}.

We can prove that M∗
C /∈ Gl(H ⊕ K) holds similalry as in the proof of Theorem

12.8. Thus the second part of 3) is proved. □

As a corollary we get the following result.



74 D. S. DJORDJEVIĆ, M. Z. KOLUNDŽIJA, S. RADOSAVLJEVIĆ, D. MOSIĆ

Corollary 12.8. For given A ∈ L(X), B ∈ L(Y ) the following inclusion holds⋂
C∈L(Y,X)

σr(MC) ⊂ σr(B) ∪ σg(A) ∪
{
λ ∈ C : X/R(A− λ) ⪯ N (B − λ)

does not hold
}
.

Moreover, if H⊕K is the orthogonal sum of infinite dimensional Hilbert spaces,
then

σr(B) ∪ {λ ∈ C : dimN (B − λ) < dimR(A− λ)⊥} ⊂
⋂

C∈L(K,H)

σr(MC).

As a corollary, we get the following main result.

Corollary 12.9. Let H ⊕K be the orthogonal sum of infinite dimensional Hilbert
spaces. For given A ∈ L(H), B ∈ L(K) the following equality holds⋂
C∈L(K,H)

σ(MC) = σl(A) ∪ σr(B) ∪ {λ ∈ C : dimN (B − λ) ̸= dimR(A− λ)⊥}.

12.5. Special classes of operators. In this subsection we will consider special
classes of operators and related results.

Theorem 12.10. Let H,K be infinite dimensional Hilbert spaces, A ∈ L(H),
B ∈ L(K).

If A ∈ S+(H) and B ∈ S−(K), then for every C ∈ L(K,H) we have σl(MC) =
σl(A) ∪ σl(B).

If A ∈ S+(H) or B ∈ S−(K), then σ(MC) = σ(A) ∪ σ(B).

Proof. Since σl(A) ⊂ σl(MC), by Proposition 12.4 it is enough to prove that
σl(B) ⊂ σl(MC). Suppose that λ ∈ σl(B) ∖ σl(MC). From Corollary 12.7 we get
that A−λ is left invertible and dimN (B−λ) ⩽ dimR(A−λ)⊥. Since A ∈ S+(X),
we conclude def(A−λ) ⩽ nul(A−λ) = 0. Now nul(N−λ) = 0 and def(B−λ) = 0.
Hence, A− λ and B − λ are invertible and MC − λ must be invertible. Thus, the
equality σl(MC) = σl(A) ∪ σl(B) is proved.

To prove the second equality, notice that σ(MC) ⊂ σ(A) ∪ σ(B). Let λ ∈
(σ(A) ∪ σ(B)) ∖ σ(MC). From Corollary 12.9 we get that A − λ is left invertible,
B − λ is right invertible and nul(B − λ) = def(A− λ).

If A ∈ S−(X), then we get

nul(B − λ) = def(A− λ) ⩽ nul(A− λ) = 0.

Hence, A−λ and B−λ are invertible, which is in contradiction with the assumption
λ ∈ σ(A) ∪ σ(B).

If B ∈ S−(K), then

def(B − λ) = nul(B − λ) ⩽ def(B − λ) = 0.

We also get that A− λ and B − λ are invertible.
Thus, σ(MC) = σ(A) ∪ σ(B) for every C ∈ L(K,H). □
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Finally, we consider four block operator matrices. For given A ∈ L(H), B ∈
L(K) and C ∈ L(K,H), we take T ∈ L(H,K) and

GT =

[
A C
T B

]
∈ L(H ⊕K).

We prove the following result.

Theorem 12.11. Let A ∈ L(H), B ∈ L(K), C ∈ L(K,H) be given operators, and
let λ ∈ C∖ σl(A).

1) If N (C) ∩N (B − λ) ̸= {0}, then λ ∈ σp(GT ) for every T ∈ L(H,K).
2) If R(A − λ) ∩ R(C) ̸= {0}, then there exists a rank-one operator T ∈

L(H,K) such that λ ∈ σp(GT ).
3) If neither 1) nor 2) is satisfied, then λ /∈ σp(GT ) for every T ∈ L(H,K).

Proof. To prove 1), suppose that N (C)∩N (B−λ) ̸= {0}. There exists a non-zero
vector v ∈ N (C) ∩ N (B − λ), so (GT − λ)v = 0 for every T ∈ L(H,K), and
consequently λ ∈ σp(GT ).

To prove 2), suppose that R(A−λ)∩R(C) ̸= {0}. Let us take an arbitrary non-
zero vector z ∈ R(A−λ)∩R(C). There exists an operator A1 : R(A−λ) → H such
that A1(A−λ) = IH and (A−λ)A1 = IR(A−λ). There exist vectors: x1 = A1z ∈ H,
and x2 ∈ K, such that Cx2 = z. We define a rank-one operator T ∈ L(H,K), such
that for every x ∈ H we have

T (x) =
1

∥x1∥2
⟨x, x1⟩(B − λ)x2.

Taking x = −x1 + x2, we get (GT − λ)x = 0, so λ ∈ σp(GT ).
To prove 3), suppose that neither 1) nor 2) is satisfied. Let 0 ̸= x ∈ N (GT − λ)

for some T ∈ L(H,K). Then x = u+ v, u ∈ H, v ∈ K, and

(A− λ)u+ Cv = Tu+ (B − λ)v.

Since R(A − λ) ∩ R(C) = {0}, we get (A − λ)u = Cv = 0. Also, u = 0, v ∈
N (C)∩N (B− λ) and v = 0. The obtained contradiction completes the proof. □

13. The pseudospectrum and the condition spectrum

The pseudospectrum and the condition spectrum were studied in [44,54,55].

Definition 13.1. [55] (Pseudospectrum) Let ϵ > 0. The ϵ-pseudospectrum of an
element a ∈ A is defined as

Λϵ(a) =
{
z ∈ C | a− z is not invertible or ∥(a− z)−1∥ ⩾ ϵ

}
.

Definition 13.2. [44] (Condition spectrum) Let 0 < ϵ < 1. The ϵ-condition
spectrum of an element a ∈ A is defined as

σϵ(a) =
{
z ∈ C | a− z is not invertible or ∥(a− z)−1∥ · ∥a− z∥ ⩾ 1/ϵ

}
.

The pseudospectrum is used in numerical calculations, while the conditional
spectrum is useful in finding the numerical solution of operator equations. Let
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A ∈ L(X) be linear bounded operator on Banach space X and x, y ∈ X. Consider
the equation

(13.1) Ax− λx = y.

It holds

• λ /∈ σ(A) implies that equation (13.1) has a solution,
• λ /∈ σϵ(A) implies that equation (13.1) has a stable solution.

We generalize the pseudospectrum and the condition spectrum, and we formulate
(p, q)-pseudospectrum and (p, q)-condition spectrum as follows

Definition 13.3. ((p, q)-pseudospectrum) Let ϵ > 0. The (p, q)−ϵ-pseudospectrum
of an element a ∈ A is defined as

Λϵ(a) =
{
z ∈ C | a− z /∈ A(2)

p,q or ∥(a− z)(2)p,q∥ ⩾ ϵ
}
.

Definition 13.4. ((p, q)-condition spectrum) Let 0 < ϵ < 1. The (p, q) − ϵ-
condition spectrum of an element a ∈ A is defined as

σ(p,q)−ϵ(a) =
{
z ∈ C | a− z /∈ A(2)

p,q or ∥(a− z)(2)p,q∥ · ∥a− z∥ ⩾ 1/ϵ
}
.

Notice that the uniqueness of a
(2)
p,q allows us to consider the (p, q)-pseudospectrum

and (p, q)-condition spectrum.
If x =

[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A, then the norm of x can be

define as

∥x∥ = max{∥a∥, ∥b∥}.
Now, we state an auxiliary result.

Lemma 13.1. Let x =
[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A, p1, q1 ∈

(uAu)• and p2, q2 ∈ ((1−u)A(1−u))• and let p = p1+p2 ∈ A and q = q1+q2 ∈ A.

Then x ∈ A(2)
p,q if and only if a ∈ (uAu)

(2)
p1,q1 and b ∈ ((1 − u)A(1 − u))

(2)
p2,q2 . If

x ∈ A(2)
p,q, then

x(2)
p,q =

[
a
(2)
p1,q1 0

0 b
(2)
p2,q2

]
u

.

Proof. By Lemma 9.2 we obtain that p and q are idempotents. If a ∈ (uAu)
(2)
p1,q1

and b ∈ ((1 − u)A(1 − u))
(2)
p2,q2 , by Theorem 9.4, we obtain x ∈ A(2)

p,q. If x ∈ A(2)
p,q,

there exists the element y =
[ a1 c

d b1

]
u
∈ A such that y = x

(2)
p,q. The equation yxy = y

is equivalent to equations

a1aa1 + cbd = a1, a1ac+ cbb1 = c, daa1 + b1bd = d, dac+ b1bb1 = b1.

Also, yx = p is equivalent to

a1a = p1, cb = 0, da = 0, b1b = p2

and 1− xy = q is equivalent to

u− aa1 = q1, ac = 0, bd = 0, (1− u)− bb1 = q2.
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The equations a1ac + cbb1 = c, cb = 0 and ac = 0 imply c = 0. Analogously,
daa1 + b1bd = d, da = 0 and bd = 0 imply d = 0. Now, we have the equations

a1aa1 = a1, a1a = p1, u− aa1 = q1,

b1bb1 = b1, b1b = p2, (1− u)− bb1 = q2

proving a1 = a
(2)
p1,q1 and b1 = b

(2)
p2,q2 . Furthermore, if x ∈ A(2)

p,q, then

x(2)
p,q =

[
a
(2)
p1,q1 0

0 b
(2)
p2,q2

]
u

. □

As a corollary, we have the following result for the invertibility of an element
x =

[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A .

Lemma 13.2. Let x =
[
a 0
0 b

]
u

∈ A relative to the idempotent u ∈ A. Then

x ∈ A−1 if and only if a ∈ (uAu)−1 and b ∈ ((1−u)A(1−u))−1. If x ∈ A−1, then

x−1 =

[
a−1 0
0 b−1

]
u

.

Therefore, for the spectrum of an element x =
[
a 0
0 b

]
u
∈ A, the following holds

σ(x) = σ(a) ∪ σ(b).

We investigate whether the similar property holds for the pseudospectrum and
condition spectrum. We formulate the following results.

Theorem 13.1. Let x =
[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A, ϵ > 0,

p1, q1 ∈ (uAu)• and p2, q2 ∈ ((1 − u)A(1 − u))• and let p = p1 + p2 ∈ A and
q = q1 + q2 ∈ A. Then

Λ(p,q)−ϵ(x) = Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b).

Proof. Let z ∈ Λ(p,q)−ϵ(x). Then x − z /∈ A(2)
p,q or ∥(x − z)

(2)
p,q∥ ⩾ ϵ. If x − z =[ a−zu 0

0 b−z(1−u)

]
u
/∈ A(2)

p,q, by Lemma 13.1, we obtain that a − zu /∈ (uAu)
(2)
p1,q1 or

b−z(1−u) /∈ ((1−u)A(1−u))
(2)
p2,q2 . It implies z ∈ Λ(p1,q1)−ϵ(a) or z ∈ Λ(p2,q2)−ϵ(b),

so z ∈ Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b). If x− z =
[ a−zu 0

0 b−z(1−u)

]
u
∈ A(2)

p,q, we have

(x− z)(2)p,q =

[
(a− zu)

(2)
p1,q1 0

0 (b− z(1− u))
(2)
p2,q2

]
u

and

∥(x− z)(2)p,q∥ = max{∥(a− zu)(2)p1,q1∥, ∥(b− z(1− u))(2)p2,q2∥} ⩾ ϵ.

By Lemma 13.1, we conclude that

a− zu ∈ (uAu)(2)p1,q1 and b− z(1− u) ∈ ((1− u)A(1− u))(2)p2,q2 .

The assumption max{∥(a − zu)
(2)
p1,q1∥, ∥(b − z(1 − u))

(2)
p2,q2∥} ⩾ ϵ implies that ei-

ther ∥(a − zu)
(2)
p1,q1∥ ⩾ ϵ or ∥(b − z(1 − u))

(2)
p2,q2∥ ⩾ ϵ holds. It follows that

z ∈ Λ(p1,q1)−ϵ(a) or z ∈ Λ(p2,q2)−ϵ(b), so z ∈ Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b). We
have proved Λ(p,q)−ϵ(x) ⊂ Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b).
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Now, let z ∈ Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b). It follows

a− zu /∈ (uAu)(2)p1,q1 or ∥(a− zu)(2)p1,q1∥ ⩾ ϵ or

b− z(1− u) /∈ ((1− u)A(1− u))(2)p2,q2 or ∥(b− z(1− u))(2)p2,q2∥ ⩾ ϵ.

If either a − zu /∈ (uAu)
(2)
p1,q1 or b − z(1 − u) /∈ ((1 − u)A(1 − u))

(2)
p2,q2 , by Lemma

13.1, it follows x− z /∈ A(2)
p,q. So, z ∈ Λ(p,q)−ϵ(x). On the other hand, if

a− zu ∈ (uAu)(2)p1,q1 and b− z(1− u) ∈ ((1− u)A(1− u))(2)p2,q2 ,

it holds either ∥(a − zu)
(2)
p1,q1∥ ⩾ ϵ or ∥(b − z(1 − u))

(2)
p2,q2∥ ⩾ ϵ. Therefore, ∥(x −

z)
(2)
p,q∥ = max{∥(a − zu)

(2)
p1,q1∥, ∥(b − z(1 − u))

(2)
p2,q2∥} ⩾ ϵ. This proves that z ∈

Λ(p,q)−ϵ(x). The inclusion Λ(p1,q1)−ϵ(a) ∪ Λ(p2,q2)−ϵ(b) ⊂ Λ(p,q)−ϵ(x) has been
proved. □

Theorem 13.2. Let x =
[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A, 0 < ϵ < 1,

p1, q1 ∈ (uAu)• and p2, q2 ∈ ((1 − u)A(1 − u))• and let p = p1 + p2 ∈ A and
q = q1 + q2 ∈ A. Then

σ(p1,q1)−ϵ(a) ∪ σ(p2,q2)−ϵ(b) ⊂ σ(p,q)−ϵ(x).

Proof. Let z ∈ σ(p1,q1)−ϵ(a) ∪ σ(p2,q2)−ϵ(b). These imply

a− zu /∈ (uAu)(2)p1,q1 or ∥(a− zu)(2)p1,q1∥ · ∥a− zu∥ ⩾ 1/ϵ

or

b− z(1− u) /∈ ((1− u)A(1− u))(2)p2,q2 or ∥(b− z(1− u))(2)p2,q2∥ · ∥b− z(1− u)∥ ⩾ 1/ϵ.

If either a − zu /∈ (uAu)
(2)
p1,q1 or b − z(1 − u) /∈ ((1 − u)A(1 − u))

(2)
p2,q2 , by Lemma

13.1, it follows x− z /∈ A(2)
p,q. Then, we have z ∈ σ(p,q)−ϵ(x). On the other hand, if

a− zu ∈ (uAu)(2)p1,q1 and b− z(1− u) ∈ ((1− u)A(1− u))(2)p2,q2 ,

it holds either

∥(a− zu)(2)p1,q1∥ · ∥a− zu∥ ⩾ 1/ϵ or ∥(b− z(1− u))(2)p2,q2∥ · ∥b− z(1− u)∥ ⩾ 1/ϵ.

Without loss of generality, assume that ∥(a − zu)
(2)
p1,q1∥ · ∥a − zu∥ ⩾ 1/ϵ holds.

Therefore,

∥(x− z)(2)p,q∥∥x− z∥

= max{∥(a− zu)(2)p1,q1∥, ∥(b− z(1− u))(2)p2,q2∥} ·max{∥a− zu∥, ∥b− z(1− u)∥}

⩾ ∥(a− zu)(2)p1,q1∥ · ∥a− zu∥ ⩾ 1/ϵ.

This proves that z ∈ σ(p,q)−ϵ(x). □

The next example shows that the converse inclusion is not true in the previous
theorem.
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Example 13.1. Let 0 < ϵ < 1, z ∈ C and u ∈ A• such that ∥u∥ < 1√
ϵ
and

∥1− u∥ < 1√
ϵ
. Let x =

[
(ϵ2+z)u 0

0 (ϵ+z)(1−u)

]
u
∈ A relative to the idempotent u ∈ A.

Then

z ∈ σ(1,0)−ϵ(x), but z /∈ (σ(u,0)−ϵ((ϵ
2 + z)u) ∪ σ(1−u,0)−ϵ((ϵ+ z)(1− u))).

Proof. For idempotents u ∈ A and 1 − u ∈ A, we have ∥u∥ ⩾ 1 and ∥1 − u∥ ⩾ 1.
There exists the inverse

(x− z)
(2)
1,0 =

[
1
ϵ2u 0
0 1

ϵ (1− u)

]
u

as well as inverses

((ϵ2 + z)u− zu)
(2)
u,0 = (ϵ2u)

(2)
u,0 =

1

ϵ2
u

and

((ϵ+ z)(1− u)− z(1− u))
(2)
1−u,0 = (ϵ(1− u))

(2)
1−u,0 =

1

ϵ
(1− u).

Now, we have

∥(x− z)
(2)
1,0∥∥x− z∥ = max{∥u/ϵ2∥, ∥((1− u)/ϵ∥} ·max{∥ϵ2u∥, ∥ϵ(1− u)∥}

= ∥u/ϵ2∥ · ∥ϵ(1− u)∥ ⩾ |1/ϵ2| · |ϵ| ⩾ 1/ϵ,

but also

∥(ϵ2u)(2)u,0∥ · ∥ϵ2u∥ = ∥u/epsilon2∥ · ∥ϵ2u∥ = ∥u∥2 < 1/ϵ

and

∥(ϵ(1− u))
(2)
1−u,0∥ · ∥ϵ(1− u)∥ = ∥(1− u)/ϵ∥ · ∥ϵ(1− u)∥ = ∥1− u∥2 < 1/ϵ.

Therefore,

z ∈ σ(1,0)−ϵ(x), but z /∈ (σ(u,0)−ϵ((ϵ
2 + z)u) ∪ σ(1−u,0)−ϵ((ϵ+ z)(1− u))). □

If x ∈ A is invertible, p = 1 and q = 0, then x−1 = x
(2)
p,q.

As corollaries of Theorems 13.1 and 13.2, we formulate the following results for
the pseudospectrum and the condition spectrum.

Theorem 13.3. Let x =
[
a 0
0 b

]
u
∈ A relative to the idempotent u ∈ A and ϵ > 0.

Then Λϵ(x) = Λϵ(a) ∪ Λϵ(b).

Theorem 13.4. Let x =
[
a 0
0 b

]
u

∈ A relative to the idempotent u ∈ A and

0 < ϵ < 1. Then σϵ(a) ∪ σϵ(b) ⊂ σϵ(x).
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Birkhäuser Verlag, Basel-Boston-Berlin, 2007.
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