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8 Kosta DoSen 

Abstract. This is an introduction to the notion of adjunction from . 
an abstract point of view. A systematic survey is made of various def­
initions of this notion, including two definitions not recorded in the 
literature. A similar survey is also made of the definitions of comonad, 
which also includes new material. Finally, the relationship between the 
notion of adjunction and the notion of comonad is explained through 
two adjunctions involving the category of adjunctions and the category 
of comonads, where the latter category is isomorphic to a full subcat­
egory of the former. The· standard presentation of this relationship, 
through the category of resolutions of a comonad, is a corollary of this 
new presentation of the matter. 

Adjunction is one of the most important notions of mathematics, which category 
theory has taught us to recognize everywhere. To put it roughly, adjunction is half 
of an equivalence of categories, but taken wisely, in a "diagonal" way (cf. 2.2). This 
means that, though the two categories need not be equivalent-one may be richer 
than the other-something essential is not lost in passing from the richer category 
to the poorer one: the two categories share a common core. A formal theorem 
concerning the equivalence of sub categories of categories in an adjoint situation 
reflects this fact (see [Lambek & Scott 1986, Part 0, sections 3-4] and [Lambek 
1981], where rather "obscure" antecedents are found for this important principle). 

A typical adjunction is when we have, on the one hand, a category A whose 
objects are some algebras, like groups or vector spaces over a fixed field, with 
arrows being homomorphisms (in the case of vector spaces these are linear trans­
formations), and on the other hand, the category 13 whose objects are sets, with 
functions as arrows. From A to B goes a forgetful functor G, which assigns to an 
algebra the underlying set of elements, and to a homomorphism the underlying 
function. This functor has a left-adjoint functor F from 13 to A that assigns to 
a set B the free algebra generated by B (with vector spaces, F(B) is the vector 
space with basis B). In passing with G from the richer category to the poorer one, 
not all information about the algebras is lost: something essential is preserved. 
The set G(A) still carries some information about the algebra A from the category 
A. When we apply next the adjoint functor F to G(A), the algebra F(G(A» is 
not the same as the initial algebra A, but it is comparable to it: there is a ho­
momorphism 'PA from F(G(A» to A defined by mapping the free generators to 
themselves, which is a component of a natural transformation called the counit of 
the adjunction. Similarly, for a set B, the set G(F(B» is comparable to B: there 
is a function TB from B to G(F(B» amounting to inclusion, which is a component 
of a natural transformation called the unit of the adjunction. The categories A 
and 13 would be equivalent if F(G(A» were isomorphic to A, and G(F(B» were 
isomorphic to B. Of these isomorphisms, we have only halfs, chosen "diagonally", 
in opposite directions: the homomorphism 'PA from F(G(A» to~A and the function 
TB from B to G(F(B». Moreover, arrows derived from the unit composed with 
arrows derived from the counit give identity arrows: F(fB) compos~ with 'PF(B) 
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is the identity homomorphism on F(B), and 'YG(A) composed with G(<PA) is the 
identity function on G(A). 

This way, the forgetting of the forgetful functor is controlled. Some conclusions 
we may reach by reasoning in B can be transferred back to A. However, it seems 
that the point of describing an adjoint situation is not so much to provide a tool 
for proving new theorems, but rather to illuminate, clarify and systematize already 
known results. 

The ability to forget in a controlled manner is an important trait of rationaIity­
perhaps the most important one. We should forget the unessential, so as not to 
be encumbered by it, and move more easily in our thoughts. But this forgetting 
should be controlled: what is essential shouldn't be forgotten. There should be 
a way back: conclusions reached in the simpler context, where the unessential is 
forgotten, should be applicable to the original, more complicated, context. Con­
trolled forgetting, which exists in abstraction, but not only there, is certainly a 
major character of mathematical rationality, and an embodiment of it is found in 
the concept of adjunction. 

We can take it as a rule of thumb that behind theorems of the "if and only if' 
type we should look for adjunct ions. In important theorems of this type, where 
in passing from one side to the other there is a gain, and where, typically, one 
direction of the theorem is easy to prove and the other difficult, there should be an 
adjunction that does not amount to equivalence of categories, but obtains between 
a richer and a poorer category. 

We should say, however, that not every adjunction not amounting to equivalence 
need hold between a richer and a poorer category. Two functors going from a 
category to this same category may be adjoints without the unit and counit giving 
isomorphisms. IT we have a functor H from a category A to a category B that has 
both a left adjoint F from B to A and a right adjoint G from B to A, then the 
composite functors F H and G H from A to A are adjoints, F H being left-adjoint 
and GH right-adjoint (analogously, the composite functors HF and HG from B to 
Bare adjoints, HF being left-adjoint and HG right-adjoint). Various examples of 
adjunction may be found in Mac Lane's book [1971]. 

This introduction to the notion of adjunction will, however, not dwell much on 
examples. We shall rather try to decipher the abstract, logical, structure of this 
notion. The work will be divided into five parts. After the first part, devoted to 
preliminaries of category theory, we shall consider in the second part the adjunction 
underlying the notion of function. Then in the third part we consider definitions of 
the notion of adjunction. The fourth part is about the related notion of comonad 
(we could as well have chosen to deal with monads, also called triples). In the 
final, fifth part, we explain the relationship between the notions of ~djunction and 
comonad. 
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1. Preliminaries 

Before embarking upon our consideration of adjunction, we have to review first 
some elementary notions of category theory. 

1.1. Foundations. Category theory is sometimes taken as providing mathemat­
ics with foundations alternative to set theory. This point of view often leads into 
discussions about the size of classes, i.e., about the distinction between sets and 
proper classes. Such matters are, otherwise, rather foreign to the spirit of results 
about categories, which are more about structure than about size. (A presumably 
germane point is made when, using ancient philosophical terminology, categories 
are said to be about form, rather than substance; cf. (Lawvere 1964].) So these 
discussions are usually limited to a preamble of a typical work in category theory 
(such is the case, too, in the most widely cited text about categories-Mac Lane's 
book (1971]). In general, they don't leave much trace on the mathematics in the 
main body of the work, except a tendency to distinguish results that hold only for 
small categories, Le., those whose objects and arrows, not being too numerous, can 
be collected into sets. These distinctions often don't have much to do with the 
import of the results, and can be somewhat distracting. 

We are here approaching categories with a logical background, but we shall 
neglect foundational matters. In fact, this neglect may be explained just by this 
background. IT we were asked about foundations, we would rely on standard set­
theoretical foundations, as they have become crystallized within logic. The objects 
of the category of sets would be for us all the sets that are the elements of the 
domain of a given model of first-order axiomatic set theory. Since such a domain is 
itself a set, there is no problem in conceiving of the category of sets as being itself 
small. So we restrict our attention to small categories only. Bigger categories than 
these maybe exist, but they shall not be our concern. 

1.2. Morphisms and naturalness. The dominant opinion is that the guiding 
principle of category theory is to look concerning every mathematical object for 
structure-preserving maps. When the object has no structure, when it is simply 
a set, then the maps are all functions from sets to sets. When the object has 
structure, then it may be an algebra, in which case the maps are homomorphisms, 
or it may be a set with a binary relation, in which case the maps are monotonic 
functions. Many other sorts of structure can be envisaged. 

In model theory, stress is often put on relational or functional structures with a 
single domain; Le., relations are defined on a single set and functions are operations 
on a set. Category theory, on the other hand, is concerned much more with a 
plurality of domains. 

Let us consider the case of relations, and let us generalize monotonicity to re­
lations between two sets. So let A and B be sets and let R ~ A x B. IT we have 
another relation R' ~ A' x B', then a structure-preserving map from R to R' would 
be a pair of functions f : A 4 A' and 9 : B 4 B' such that for every a in A and 
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every b in B 
if aR b, then I(a) R' g(b) 

(of course, aR b means (a,b) ER). When A = B, A' = B' and I = 9, then we 
obtain the ordinary monotonicity condition. 

The standard approach is to take a function as a special kind of relation, but 
we may also take the notion of function as being more primitive. Every relation 
R ~ A x B is associated to a function I from A to the power set of B such that a R b 
iff b E I(a). To understand structure-preserving maps we shall then concentrate 
on the notion of function. 

Let a function pair from a pair of sets (A1, A2) to a pair of sets (AI' A~) be a 
pair of functions (91192) such that gl : A1 ~ Al and g2 : A2 ~ A~. A structure­
preserving map from a function I : A1 ~ A2 to a function I' : Al ~ A~ is a 
function pair (gl,g2) from (A1,A2) to (ALA~) such that for every x in A1 and 
every y in A2 

if I(x) = y, then 1'(91(X» = g2(y), 

This implication is equivalent to requiring that for every x in A1 

g2(f(X» = l'(gl(X», 

which means that for the composite functions the following naturalness equality 
holds: 

921 = 1'91' 

We use the term morphism for function pairs that satisfy naturalness; so (91,92) 
is a morphism from I to I' iff naturalness holds. This defines morphisms between 
functions. (Note that some authors use the term "morphism" for arrows in a 
category.) 

This terminology accords rather well with standard usage. For a binary operation 
I : A x A ~ A and another binary operation I' : A' x A' ~ A', the function pair that 
is an obvious candidate for a morphism from I to f' is (g x g,g) where 9 : A ~ A' 
and (g x 9)(X1lX2) is defined as (g(Xd,g(X2». Such a function pair (g x g,g) is a 
morphism from I to I' iff 9 is a homomorphism in the ordinary sense. 

However, we shall speak of morphisms in ·other situations, too, where the struc­
ture mapped is not only that of a function, but something more complicated, in-

. volving several functions, which are moreover of a special kind. Then morphisms 
will not be simply function pairs, but something more involved, though analogous. 
In particular cases, we shall introduce special names for the morphisms in question. 
The guiding idea will always be to impose the naturalness condition for every func­
tion involved. Since many, if not all, important structures of mathematics can be 
expressed in terms of functions, and often gain in clarity by being expressed so, we 
shall find the notion of structure-preserving map appropriate to these structures 
by looking for naturalness conditions. 

1.3: Graphs, graph-morphisms and transformations. A graph is a function 
pair (8, T) from (X, X) to (Y, Y). So, 8 and T are both functions from X to 
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Y. To help imagination, we call X the set of arrows, Y the set of objects, S the 
source function and T the target function. With that terminology, the denomination 
"graph" becomes justified. (In graph theory, the corresponding notion is sometimes 
called "directed multigraph with loops" .) 

For objects of graphs we use the letters A, B, C, ... , and for arrows f, g, h, ... , 
with indices if needed. We write f : A -+ B to indicate that the source of the 
arrow f is A and its target Bj we say that A -+ B is the type of f. For graphs 
we use the script letters Q, 1£, ... A hom-set Q(A, B) in a graph Q is {J If; A-+ 
B is an arrow of Q}. 

An alternative way to define a graph is to identify it with a single function :F 
from X to Y x Y. To pass from a graph (S, T) to a graph :F, we have the definition 

:FS,T(f) ~f (S(f), T(f». 

Conversely, if we are given :F, and pI and p2 are, respectively, the first and 
second projection function, then we define S and T by 

It is clear that if we start from a graph (S, T), define :FS,T, and then define S:FS,T 
and T:Fs,T,We obtain that S is equal to S:FS,T and T is equal to T:FS,T' Analogously, 
:FSF,TF is equal to :F. 

We shall say that the two notions of graph, the (S, T) notion and the :F notion, 
are equivalent. (This we do because there is an equivalence, actually an isomor­
phism, between the category of (S, T) graphs and the category of :F graphs, as 
we shall see in 1.5.) The equivalence of two notions does not always mean that 
the two notions are coextensive, i.e., that they cover exactly the same objects, as 
the notions of equilateral and equiangular triangles are coextensive. The (S, T) 
graphs and the :F graphs are strictly speaking different objects, though they are in 
one-to-one correspondence. On the other hand, equivalence is more than just this 
one-to-one correspondence. The concept of equivalence of notions will be explained 
in detail in 1.5 (after we have introduced the notion of equivalence of categories). 

A binary relation on Y may be identified with a graph :F that is a one-one 
function. We can then forget about X, and consider just the image of :F, i.e., a 
subset of Y x Y. H a binary relation is a set of ordered pairs, a graph is a family 
of ordered pairs indexed by the arrows, a family where the same ordered pair may 
occur several times with different indices. In other words, a graph is a multiset of 
ordered pairs. 

H a graph is a function pair (S, T), then the appropriate notion of morphism is 
the following. Suppose S and T are functions from X to Y, while S' and T' are 
functions from X' to Y'. Then as a morphism from Q = (S, T) to 1£ ~ (S', T') we 
can take a function pair (Mx, My) from (X, Y) to (X', Y') such that naturalness 
is satisfied, i.e. 

My(S(f» = S'(Mx(f», My(T(f» = T'(Mx(f». 
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This means that arrows f: A -+ B of 9 are mapped to arrows Mx(J) : My(A) -+ 
MY(B) of 11.. As usual, we shall omit the subscripts from Mx and My, referring 
to both by M. We shall also find it handy to omit parentheses from M(A) and 
M(J); instead we write MA and Mf. 

So a graph-morphism M from 9 to 11. will be a pair of functions, both written 
M, assigning, respectively, to every object A of 9 an object MA of 11., and to every 
arrow f : A -+ B of 9 an arrow Mf : MA -+ MB of 11.. 

A graph-morphism M from 9 to 11. is faithful iff for every pair (A, B) of objects 
of 9 and for every pair (J : A -+ B, 9 : A -+ B) of arrows of 9 if Mf = Mg in 
11., then f = 9 in gj this means that M restricted to the hom-sets 9(A,B) and 
11. (M A, M B) is one-one. A graph-morphism M from 9 to 11. is full iff for every pair 
(A, B) of objects of 9 and for every arrow 9 : MA -+ M B of 11. there is an arrow 
f : A -+ B of 9 such that 9 = M f j this means that M restricted to the hom-sets 
9(A,B) and 1I.(MA,MB) is onto. Note that if a graph-morphism is one-one on 
objects, then it is faithful iff it is one-one on arrows, and if it is onto on objects, 
then it is full iff it is onto on arrows. 

A graph-morphism is an embedding iff it is one-one both on objects and on 
arrows, and it is an isomorphism iff it is a bijection both on objects and on arrows. 

A graph 9 is a subgraph of a graph 11. iff there is a graph-morphism M from 
9 to 11. that is the inclusion function both on objects and on arrOWSj M is called 
the inclusion graph-morphism from 9 to 11.. This means that the objects of 9 are 
included among the objects of 11. and the arrows of 9 among the arrows of 11., and 
for every object A of 9 the object M A of 11. is A, while for every arrow f of 9 
the arrow Mf of 11. is f. Moreover, since M is a graph-morphism, the arrows of 
9 have in 11. the same sources and targets as in g. The inclusion graph-morphism 
M is an embedding, and a fortiori it is faithful. A subgraph is full iff the inclusion 
graph-morphism is full. 

The identity graph-morphism If} from a graph 9 to 9 is the identity function 
both on objects and on arrows. H we have a graph-morphism M from a graph 9 
to a graph 11. and a graph-morphism N from a graph 11. to a graph .7, then we 
have the composite graph-morph ism N M from 9 to .7 obtained by composing the 
functions M and N, on objects and on arrows. 

Let M and N be graph-morphisms from a graph 9 to a graph 11.. A transfor­
mation from M to N is a family T of arrows TA : MA -+ NA of 11., indexed by 
the objects A of g. More precisely, a transformation T is a function from the set 
of objects of 9 to the set of arrows of 11., with values T(A), which is written TA, 
of type MA -+ NA. Note that a transformation need not be one-one (i.e., for 
different objects A and B of g, the arrows TA and TB may be equal, provided MA 
is MB and NA is NB). 

A slightly more general notion than transformation is obtained by assuming that 
M and N are only functions from the objects of 9 to the objects of 11., everything 
else being as for transformations. We shall have two occasions to rely on this notion 
of objectual transformation (see 3.6 and 4.5). 
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1.4. Deductive systems, functors, natural transformations and categories. 
An identity 1 in a graph g is a family of arrows lA : A -t A of g~ indexed by the 
objects A of g. In other words, 1 is a transformation from Ig to Ig. The arrows 
lA are called identity arrows. 

A composition 0 in g is a function that to every pair (f : A -t B, g: B -t C) of 
arrows of g assigns an arrow 9 0 f : A -t C of g. 

A deductive system is a triple (V, 1,0) where V is a graph, 1 is an identity in V 
and 0 is a composition in V. The identity and composition of different deductive 
systems will always be denoted by the same symbols 1 and 0, assuming it is clear 
from the context to which deductive system they belong. (The term "deductive 
system" was introduced by Lambek because of an obvious analogy with logical 
consequence. This analogy, which is not superficial, is at the base of categorial 
proof theory; see [Lambek & Scott 1986] and [D. 1996, 1997].) 

A functor F from a deductive system (V, 1, 0) to a deductive system (c, 1, 0) is 
a graph-morphism from V to c that satisfies 

(fun1) 

(fun2) 

F1A = 1FA, 

F(go 1) = Fgo Ff. 

These two conditions are just naturalness conditions for morphisms of identities 
(where identities are understood as functions) and morphisms of compositions. 

An embedding of deductive systems is a graph-morphism that is a functor and 
an embedding, and an isomorphism of deductive systems is a graph-morphism that 
is a functor and an isomorphism. A deductive system (V, 1, 0) is a subsystem of a 
deductive system (c, 1, 0) iff there is a functor from (V, 1, 0) to (c, 1, 0) that is an 
inclusion graph-morphism from V to c. As for subgraphs in general, a subsystem 
is full iff the inclusion graph-morphism is full. 

It is clear that the identity graph-morphism Iv on the graph V of a deductive 
system (V, 1, 0) is a functorj it is called the identity functor. It is also clear that 
the composite graph-morphism GF is a functor when F and G are functors. 

Let M and N be graph-morphisms from a graph g to a graph 1l. If 1l has a 
composition 0, and, a fortiori, if 1l is the graph of a deductive system (1l, 1, 0), 
then a transformation from M to N is natural iff the following equality holds for 
every arrow f: A -t B of g: 

(nat) TBoMf=NfoTA. 

If Mf, Nf, TA and TB are functions and 0 is functional composition, (nat) is the 
naturalness condition for the morphism (TA,TB) from Mf to Nf. 

A deductive system is a category iff the following equaiities hold between its 
arrows: 

( catlright) 

(catlleft) 

(cat2) 

f 0 lA = f, 
1B 0 f = f, 

(h 0 g) 0 f = h 0 (g 0 1). 
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A subcategory is a subsystem of a category. 

Often, we denote a deductive system (V, 1, a) simply by V, taking the identity 
and composition for granted, provided it is clear from the context that we have 
in mind a deductive system, rather than simply a graph. We do the same for 
categories. H, however, we need to emphasize the difference between a deductive 
system and its graph, we use the notation (V,l,a). 

Note that our notion of functor is slightly more general than the usual notion, 
which is given for categories only, whereas ours apply to arbitrary deductive sys­
tems. Note also that our notion of natural transformation is likewise more general 
than the usual notion, which is given for functors M and N from a category g to 
a category 1l. 

1.5. Equivalence of categories. H a graph is a function pair (S,T), then 
a possible notion of morphism between graphs is not only our notion of graph­
morphism, but also a more general notion, which we shall now introduce. 

Let (I, h) be a function pair from (AliBI) to (A2,B2) and (J/,h' ) a function 
pair from (ALBD to (A~,B~). A morphism from (J,h) to (J/,h' ) is then simply 
two function pairs, (g1,g2) from (Al.A2) to (ALA~), which is a morphism from f 
to /', and (k1 ,k2) from (B1 ,B2) to (BLB~), which is a morphism from h to h'. H 
(J,h) and (J/,h' ) are graphs, then Al = Bl = X, A2 = B2 = Y, A~ = B~ = X', 
A~ = B~ = yl, but we could keep the same notion of morphism. Let us call these 
morphisms of graphs double morphisms. 

A graph-morphism as we have defined it in 1.3 is a double morphism where 
gl = kl and g2 = k2. With double morphisms in general we woUld have 
a function pair (Mx,My) that in virtue of naturalness preserves sources, i.e., 
My(S(J» = S'(Mx(J», and another function pair (Nx,Ny) that in virtue of 
naturalness preserves targets, i.e. Ny(T(J» = T'(Nx(J». 

On the other hand, if a graph is a function:F from X to Y x Y, then a possible 
notion of morphism is not only our notion of graph-morphism, but also another 
generalization of this notion. Namely, we would have a function pair (Mx, MyxY), 
where Mx is, as before, a function from X to X', but MyxY is a function from 
Y x Y to Y' x Y'. So pairs of objects are mapped to pairs of objects. The required 
naturalness condition is 

Myxy(:F(J» = P(Mx(J». 

Let us call these morphisms of graphs single morph isms. A graph-morphism is a 
single morphism where MyxY is defined as My x My in terms of a function My 
from Y to Yj for My x My we have 

(My x My) (A, B) = (My(A),My(B». 

The notion of graph-morphism is a common denominator of double and single 
morphisms, which can serve for either notion of graph. . 
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An arrow f : A -t B in a category is an isomorphism iff there is an arrow 
9 : B -t A, called the inverse of f, such that go f = lA and fog = lB. Two 
objects A and B are isomorphic iff there is an isomorphism f of the type A -t B. 
A natural transformation T is a natural isomorphism iff TA is an isomorphism for 
every A. 

Two categories A and B are equivalent iff there is a functor F from B to A and 
a functor G from A to B such that there is in A a natural isomorphism from FG to 
lA and there is in B a natural isomorphism from GF to 18. An equivalence of cat­
egories where these natural isomorphisms are identities boils down to isomorphism 
of categories as we have defined it in the preceding section. 

It is easy to show that the category of graphs in the (S, T) sense (i.e., the category 
whose objects are these graphs) with graph-morphisms as arrows is isomorphic to 
the category of:F graphs with graph-morphisms as arrows. Hence, these categories 
are also equivalent. This justifies our saying that the two notions of graph are 
equivalent. In general, two notions are to be called equivalent iff they cover objects 
of two categories that are equivalent. 

When two notions are equivalent, it is common to say that we have just two 
formulations of the same notion, or that the same notion is defined in alternative 
ways.· Formulations are then called equivalent, rather than notions. We will often 
speak in this less formal way, too. 

Consider, now, the category of (S, T) graphs with double morphisms as arrows 
and the category of:F graphs with single morphisms as arrows. These two categories 
are not equivalent, and neither of them is equivalent to the category of (S, T) 
graphs with graph-morphisms as arrows, or the category of:F graphs with graph­
morphisms as arrows. So, to determine whether two notions are equivalent, it is not 
enough to find a bijection between the objects that fall under-these notions. We also 
have to find the appropriate morphisms, and prove an equivalence of categories. 

With the notions that will be found equivalent later in this work we will find 
mostly isomorphisms of categories, rather than simplyequivalences. We stick, how­
ever, to the terminology of "equivalent notions", because this way of speaking is 
more common ("isomorphic notions" would be a neologism), and because equiva­
lence of categories catches well the intuitive idea of equivalence of notions. 

2. Functions redefined 

The notion of adjunction presupposes the more elementary notion of function, 
whose importance and ubiquity in mathematics are, of course, not necessary to 
mention, let alone justify. We want to show, however, that underlying the notion 
of function there is an adjunction, and that this ad junction characterizes co;npletely 
the notion of function. This will serve as another corroboration of the slogan that 
adjointness arises everywhere. 

The standard definitions of the general notions of function, onto function and 
one-one function don't exhibit clearly the regularities and symmetries of these 
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notions. It is not immediately clear from these definitions, without some deducing, 
that 

(1) the property of being a function is made of two components exactly dual to 
the onto and one-one properties (they go in the opposite direction), 

(2) the onto and one-one properties are dual to each other. 

There are definitions of these notions that exhibit immediately (1) and (2), but 
these definitions are rarely and cryptically mentioned (the earliest reference for 
them I know of is [Riguet 1948, p. 127]). On their own, these definitions are quite 
simple. I believe that their ingredients belong to the folklore and sometimes crop 
up as exercises in textbooks. However, the general picture they provide seems to 
be missing in the standard textbook approach. Many students of mathematics 
probably stay pretty much in the dark about (2), and perhaps even (1); many are 
probably surprised when, after having known for some time about onto functions 
and one-one functions, they learn about (2) via the cancellation properties of epi 
and mono arrows in category theory. 

I don't wish to suggest that these nonstandard definitions should supplant the 
standard ones-especially not for a first exposure to the defined notions. I suppose, 
however, that at some point in the study of mathematics one should get a systematic 
picture such as will occupy us here. 

2.1. The standard definition of function. A binary relation is a set of ordered 
pairs R together with some specified domain D and codomain C such that R ~ 
D xC. We speak here only about "relations", the epithet "binary" being tacitly 
presupposed, and, as usual, we write x R y for (x,y) ER. 

A function from D to C is a relation R ~ D x C such that for every x in D 
there is exactly one y in C for which x R y. It is easy to deduce that R ~ D x C is 
a function iff 

(left-tota~ for every x in D there is at least one y in C such that x R y, 

(right-unique) for every x in D there is at most one y in C such that x R y. 

A function R ~ D x C is onto iff 

( right-total) for every y in C there is at least one x in D such that x R y, 

and it is one-one iff 

(left-unique) for every y in C there is at most one x in D such that x R y. 

For a relation R ~ D x C the conjunction of (right-tota~ and (left-unique) is 
equivalent to asserting that for every y in C there is exactly one x in D such that 
x R y. So, after a little bit of deducing, we obtained (1): the onto and one-one 
properties are the two components of functionality, but going from the co domain 
to the domain; functionality in the direction from the domain to the codomain is 
made of two completely analogous, dual, components. 

What'is still not quite evident is (2); namely, that the onto and one-one proper­
ties are also dual to each other. That "at least one" is dual to "at most one" may 
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be gathered from the fact we can express that a set A is a singleton by the conjunc­
tion of "for some Xl and X2 in A, Xl = X2" (which amounts to "there is at least 
one member of A") and "for every Xl and X2 in A, Xl = X2" (which amounts to 
"there is at most one member of A"). When we deal specifically with functions, the 
duality between the onto and one-one properties is exhibited in category theory by 
showing that the first property amounts to cancellability on the right in functional 
composition, while the second property amounts to cancellability on the left. How­
ever, as we shall see in 2.3, if we assume functionality neither for R ~ D x C nor 
for the converse set of ordered pairs, we cannot exhibit in this manner the duality 
between (right-total) and (left-unique), or between (left-total) and (right-unique). 

2.2. The square of functions. The definitions below will enable us to see the 
duality mentioned at the end of the preceding section in a different, more basic, 
manner-without extra assumptions concerning R ~ D xC. They will also display 
clearly the connection between the onto and one-one properties and functionality. 

Let R+- ~ C x D be the relation converse to R ~ D x C, i.e., R+- is 
{(y, x) I X R y}, and let R2 0 Rl be {(x, y) I for some z, x RI z and z R2 y}. (For 
the composition of Rl with R2 we write R2 0 Rl , rather than RI 0 R2, so as not to 
deviate from standard usage when we come to functional composition. This stan­
dard usage is unfortunate-it clashes with our inclination to read other things from 
left to right~but it is hard to fight against. Anyway, what we have to say about 
functions does not depend upon reforming the notation for functional composition.) 
Next, for every set A, let lA be {(x, x) I x EA}. 

Then consider the following properties a relation R ~ D x C might have: 

( left-total) ( right-total) 

(left-unique) ID 2 R+- 0 R (right-unique) R 0 R+- ~ le 

We pass from left to right in this square by replacing R by its converse R+- (of 
course, R+-+- is equal to R). We pass from the upper row to the lower row by 
replacing an inclusion by the converse inclusion. 

The diagrams in the figure below illustrate the four properties in the square. 
Solid lines are in the antecedents and dotted lines in the consequents. For example, 
the upper left diagram is read as follows: "If Xl is equal to X2, then we have arrows 
going from them to the right towards a point y." Since every point is equal to itself, 
this means that for every point in the domain we have at least one arrow going 
towards the codomain whose source is this point-the two dotted R arrows become 
one. The lower right diagram is read: "If we have arrows with the same source 
x, then their targets Yl and Y2 are equal." So at most one arrow can start from a 
point of the domain-the two solid R arrows become one. It is easy to s:heck with 
the help of these diagrams that the properties in the square are equivalent to the 
previously introduced properties that bear the same names. 



An introduction to adjunction 

Xl 0l~~~~~~~~~" 
= '~y .,. .... ............ 
X2o---- R 

( left-total) 

X11~ 
x:l~OY 

( left-unique) 

( right-total) 

( right-unique) 

. 19 

Functions are defined by the properties in the upper left and lower right corners 
of our square. With onto functions we cover the upper row and the lower right 
corner, and with one-one functions the lower row and the upper left corner. A 
relation R S;; D x C satisfies the properties in the upper right and lower left corner 
iff the converse relation Rt- S;; C x D is a function. Our square displays the duality 
between the onto and one-one properties, as well as the way how these properties 
are connected with functionality. 

Each corner of the square is "one quarter" of a bijection, i.e., one-to-one cor­
respondence. The notion of function involves half of these corners in a diagonal 
way. An explanation for this judicious choice is given in 2.4 below, when we talk 
of adjunction. 

2.3. Cancellability of relations. Let us now consider how the properties from 
the square are connected with cancellation properties for relations in relational 
composition. A relation R S;; D x C may satisfy the property 

(right-cancellable) for every SI and S2, if SI 0 R S;; S2 0 R, then SI S;; S2, 

where SI S;; C x A and S2 S;; C x A for some set A, or the property 

(left-cancellable) for every SI and S2, if R 0 SI S;; R 0 S2, then SI S;; S2, 

where SI S;; A x D and S2 S;; A x D for some set A. Note that (right- cancellable) and 
(left-cancellable) are equivalent, respectively, to the properties obtained by replacing 
S;; in them by = (to show that, we may use (SI U S2) 0 R = (SI 0 R) U (S2 0 R) and 
R 0 (SI U S2) = (R 0 Sd U (R 0 S2); with U replaced by n we have the inclusions 
from left to right of these two distributions, but the converse inclusions may fail). 

Since for every relation R we have R S;; RoRt- oR, it is easy to verify that (right­
cancellable) implies (right-total), but for the converse implication we only have 
that the conjunction of (right-unique) and (right-total) implies (right-cancellable); 
neither (right-unique) alone nor (right-total) alone does so. (Let D = {d}, C = 
{C1,C2} and A = {a}j then for R = {(d,C2)}, SI = {(Cl ,a)} and S2 = 0, we have 
that (right-unique) holds, while neither (right-total) nor (right-cancellable) does, 
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and for R = {(d, Cl), (d, C2n, 81 = {(Cl, an and 82 = {(C2, an, we have that 
(right-totaQ holds, while neither (right-unique) nor (right-cancellable) does hold.) 
We also have that the conjunction of (right-unique) and (left-cancellable) implies 
(left-unique), whereas (left-cancellable) alone does not (provided A is allowed to be 
empty). Of course, we obtain something quite analogous if in all these implications 
we replace everywhere "right' by "left' and "left' by "right:'. 

So if R is a function, then (right-cancellable) is equivalent to (right-totaQ and 
(left-cancellable) is equivalent to (left-unique), but if R is not a function, these 
equivalences may fail. 

2.4. Function and adjunction. Finally, let us try to justify the choice of 
properties from the square that enter into the definition of function. For R ~ D x C 
a relation, A a subset of D and B a subset of C, let R(A) be the set {y E C I 
for some x E A, x R y} and R~(B) the set {x E D I for some y E B, x R y}. H 
P(X) is the power set of a set X, then for every relation R ~ D x C, we have two 
functions R: P(D) -t P(C) and R~ : P(C) -t P(D), monotonic with respect to 
~. We can easily verify that (left-totaQ is equivalent to 

for every A ~ D, A ~ R~(R(A», 

while (right-unique) is equivalent to 

for every B ~ C, R(R~(B» ~ B. 

On the other hand, b) is equivalent to the left-to-right implication and (!p) to the 
right-to-left implication of the equivalence 

(*) for every A ~ D and every B ~ G, R(A) ~ B iff A ~ R~(B). 

So, R and R+- establish a covariant Galois connection between (P(D),~) and 
(P(G),~) iff R ~ D x G is a function. In more general terms, for the preorders 
(P(D),~) and (P(C),~) understood as categories (objects are subsets of D and C, 
and arrows exist between these objects whenever inclusion obtains), the functors 
R and R~ together with the natural transformations induced by (-y) and (!p) make 
an adjunction, where R is left-adjoint and R +- right-adjoint, the natural transfor­
mations of b) and (!p) being, respectively, the unit and counit of the adjunction. 
We have this adjunction if and only if R ~ D x C is a function. (The "if' part of 
this equivalence is stated in [Mac Lane 1971, p. 94].) 

For every relation R ~ D x C we have that 

(**) for every A ~ D and every B ~ C, R(A) ~ B iff A ~ D - R~(G - B). 

(1 am indebted to Aleksandar Lipkovski for having drawn my attention to (**) with 
his note [1995], where it appears in the equivalent form 

for every A ~ D and every B ~ C, R+-(B) ~ A iff B ~ C - R(D - A).) 
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We also have that R ~ D x C is a function iff 

(***) for every B ~ C, Rt-CB) = D - Rt-(C - B). 

So, underlying the Galois connection of (*) there is a Galois connection of wider 
scope, but less pleasing. (The equivalence (*:1<) is implicitly present in temporal 
logic through the connection between future necessity and past possibility. The 
equality (***) is also to be found in modal logic, when the functionality of the 
accessibility relation of Kripke models makes necessity and possibility coincide; 
see, for example, [Hughes & CresswellI996].) 

The equivalence "R ~ D x C is a function iff (*)" may hardly serve as an 
alternative definition of the notion of function, since this notion is presupposed in 
the definitions of the mappings, or functors, R and Rt-. However, the adjunction 
in this equivalence may help to explain why the notion of function, rather than 
some other notion (for example, the notion of partial function, without left totality, 
or the notion of onto function, with right totality), is so important in mathematics. 
Conversely, if we are already convinced of the importance of the notion of function­
as we should be-our equivalence may explain why Galois correspondence and' 
adjointness are important. 

3. Definitions of adjunction 

We shall now survey the standard definitions of adjunction. However, rather than 
simply rehash familiar matters, we present also two presumably new definitions of 
this notion. 

One is a definition that does not economize on primitives. It takes as primitive 
notions the two adjoint functors, F and G, and both the natural transformations 
that are the counit and unit of the adjunction and the two bijections between the 
hom-sets A(FB,A) and B(B,GA). Usually, if the counit and unit are primitive, 
the bijections are defined, and vice versa. Having both kinds of notions primitive, 
together with the adjoint functors, enables us to formulate the specific equalities 
between arrows one finds in adjointness as a series of equalities defining one of 
these notions in terms of two remaining notions. These definitional equalities make 
a regular pattern, which should clarify standard definitions of adjunction. 

We shall compare this uneconomical, but regular and simple, definition to stan­
dard definitions of adjunction (like those that may be found in MacLane's book 
[1971, IV]), and show that the notions defined are equivalent. Among the standard 
definitions we favour those that, like the uneconomical definition, are equationally 
presented. We also envisage defining adjunction in a more general kind of context­
in particular, a context where F and G may fail to be functors because they don't 
satisfy (funl), but only (fun2). That is, F and G are only semifv.nctors (cf. 3.4 
below). 

In 3.7 we consider the other nonstandard definition of adjunction. This one 
is, on the contrary, an economical definition, where only the fun~tions F and G 
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on objects and the bijections between the hom-sets A(FB,A) and 8(B,GA) are 
primitive. So neither of the adjoint functors F and G is taken as primitive. This 
economical definition simplifies one of the standard definitions. 

3.1. Primitive notions in adjunction. Let A and 8 be two graphs. The objects 
of A will be designated by A, Ab A2 , ••• , and,the arrows of A by I, ft, 12, ... , 
while the objects of 8 will be designated by B, B1 , B2 , •• '. , and the arrows of 8 by 
9,91,92,·· . 

Let F be a graph-morphism from 8 to A and G a graph-morphism from A to 
8. When we need it for emphasis, we shall write Fa and Ga for the functions on 
arrows, and FO and GO for the functions on objects, of the graph-morphisms F and 
G. However, in most cases we will, as usual, omit these superscripts. 

Let tp be a transformation from the composite graph-morphism FG to the'iden­
tity graph-morphism lA. and "1 a transformation from the identity graph-morphism 
18 to the composite graph-morphism GF. (Remember that, as defined in 1.3, a 
transformation is a family of arrows like a natural transformation for which we 
don't assume (nat).) 

Finally, for every pair of objects (A, B) (where, according to our convention, A is 
from A and B is from 8), let ~B,A be a function assigning to an arrow 9: B -t GA 
of 8 the arrow ~ B ,A9 : F B -t A of A, and let r B ,A be a function assigning to an 
arrow I : FB -t A of A the arrow rB,AI : B -t GA of 8. We denote by ~ the 
family of all the functions ~B,A and by r the family of all the functions rB,Ai we 
call the functions in these families the seesaw functions. 

Consider now the following six notions we have just introduced: 
the functions on arrows Fa and Ga, 

the transformations cp and "1, 

the families of seesaw functions ~ and r. 
H (A, 1,0) and (8, 1, 0) are deductive systems, each of these notions can be 

detined in terms of other two notions from the list (with the help of the identities 
and compositions of (A, 1, 0) and (8,1,0» by the following equalities: 

for 9: Bt -tB2 for f : At -t A2 

(Fa) Fg = ~Bl,FB2("(B2 0 g), (Ga) Gf = rGA1,A2(f 0 cpAd, 

(tp) CPA = ~GA,AGIA' ("() 'YB = rB,FBFIB, 
for 9: B -t GA for I: FB-tA 

(~) ~B,A9 = tpA 0 F9, (r) . rB,AI = GI0'YB. 

The detinitional dependences among these notions can be read off from the fol­
lowing hexagonal figure. 
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r 

The notion in each vertex is definable in terms of the two notions in the neigh­
bouring vertices on the left and on the right. For example, FO is definable in terms 
of 'Y and q;, while eJ is definable in terms of FO and cp, etc. On the left-hand side 
of the hexagon we have F and its Greek correlates, while on the right-hand side 
we have G with its Greek correlates. Vertices on the big, undrawn, diagonals have 
labels of the same type: (Fo,GO), (eJ,r) and (cp,'Y). 

The small, dotted, diagonals are drawn to indicate possible choices of primitives, 
in terms of which all the six notions can be defined. In the following table we 
indicate with + the notions taken as primitive by the choice named in the leftmost 
column. 

FO GO cp 'Y r q; 

hexagonal + + ++++ 
rectangular 11 + + ++ 
rectangular \ \ + + ++ 
rectangular / / ++++ 
triangular I> + + + 
triangular <I + + + 

Besides these choices, there are six uneconomical pentagonal choices, with five 
primitives, and six more uneconomical choices with four primitives, obtained by 
adding a vertex to one of the triangular choices (so, altogether, we have 18 choices). 
What can be said about these additional uneconomical choices should be easy to 
infer from what is said below about the rectangular and triangular choices; so we 
shall not consider them separately. (In 3.7 below, we shall find one more choice, 
very economical, with only eJ and r primitive; however, this choice is based on 
slightly different definitional equalities.) 

The hexagonal definitional pattern above becomes even more regular if we take 
into account the identities and compositions of the deductive systems A and B. For 
the composition of A, let us introduce the following notation 

L~(ft) = R~ (h) = 12 0 ft, 

and analogously for the composition of B. Next, let lA and I B be the identities of 
A and B, respectively. 
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Then the definitional equalities above become 

Fg- ~L8g - 'Y' (Ga) Gf = rR:f, 
cp = ~G1A, 
~g=L:Fg, 

(-y) 

(r) 
'Y = rF1B

, 

rf = R!;Gf, 
where, to make matters clearer, we have omitted parentheses and subscripts refer­
ring to objects. Our hexagonal figure with these additional notions involved in the 
definitions looks as follows. 

3.2. Hexagonal adjunction. The hexagonal choice of primitives of the pre­
ceding section is interesting because we can define adjunction as follows. The 
conditions 

(A, 1, o) and (B, 1, o) are categories, 

F and G are functors, 

cp and 'Y are natural transformations, 

~ and r are families of seesaw functions, 

(Fa), (Ga), (cp), ('Y), (~) and (r) hold 

are satisfied iff the functors F and G are ad joint, F being left adjoint and G right 
adjoint. The natural transformations cp and 'Y are respectively the counit and unit 
of the adjunction (often written e and 11). 

In the next sections we shall verify that this notion of adjunction is indeed 
equivalent to the more usual ones, behind which stand more economical choices of 
primitives from the table above. 

Note that if we replace the equalities (cp) and (-y) by the equalities 

for f : Al ~ A2 and 9 : Bl ~ B2, then the condition that the transformations 
cp and 'Y are natural becomes redundant. The equalities (cpO) and ('Y0) are an 
immediate consequence of (~), (r ) and (nat) for cp and 'Y. On the other hand, 
these two equalities yield (cp) and ('Y) in the presence of (catlleft) and (catlright). 
However, (cpO) and (-y0) are not exactly definitions of the transformations cp and 'Y, 
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but rather definitions of composing with cP on the right and'Y on the left (i.e., of 
R: and L~). 

3.3. Rectangular 11 adjunction. Suppose 

(A, I, 0) and (8, I, 0) are categories, 

Fa and GO satisfy (fun2), 

(~) and (r) hold. 

Then the equalities (Fa), (GO), (cp) and ("() are interderivable with the equalities 

(qryF) CPFB 0 F'YB = FIB, (cp"fG) GCPA 0'YGA = GIA, 

(<pI) CPA 0 FGIA = CPA, ("(I) GFIB 0 'YB = 'YB, 

from which ~ and r are absent. 

Let us first derive the latter equalities from the former. For (qryF) we have 

For (cpl) we have 

CPFB OF'YB = ()B,FB'YB, by«() 

= FIB, by (catlright) and (Fa). 

CPA oFGIA = ~GA,AGIA' by (~) 

= CPA, by (cp). 

We proceed analogously for (qryG) and ("(I). 
Conversely, we derive (Fa) as follows: 

~B1tFB2("(B2 og) = (CPFB2 OF'YB2) o Fg,by (~), (fun2) and (cat2) 

= FIB2 0 Fg, by (qryF) 

= Fg, by (fun2) and (catlleft). 

For (cp) we use «() and (cpl), and we proceed analogously for (GO) and ("(). 

. In the standard definition of adjunction with the rectangular 11 choice of primi­
tives we have that 

(A, 1,0) and (8, I, 0) are categories, 

F and G are functors, 

cP and 'Y are natural transformations, 

~ and r may be defined by (~) and (r), 

(IfYYF) and (qryG) hold. 

In fact, instead of the equalities (qryF) and (cp"(G) we usually have the equalities 
obtained from them by replacing the right-hand sides with IFB and IGA, respec­
tively. These other equalities clearly amount to (qryF) and (cp"fG) in the presence 
of (fun!) for Fa and GO. 
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With this standard definition of adjunction, the equalities (!pI) and (-yI) follow 
either from (funl) for Fa and Ga, or from the assumption that!p and"Y are natural 
transformations (together with (catlright) and (catlleft». This is enough to con­
clude that the notion of adjunction of the preceding section is indeed equivalent to 
the standard notion with the rectangular 11 choice of primitives. 

3.4. Rectangular \ \ adjunction. Suppose 

(A, 1,0) and (8, 1, o) are categories, 

Fa and GG satisfy (fun2), 

(!p) and h) hold. 

Then the equalities (FG), (Ga), (Cl), (f) and (nat) for !p and "Y are interderiv­
able with the following equalities (in which, since we have (cat2), we don't write 
parentheses in compositions, and the subscripts of Cl) and f are omitted so as not to 
encumber notation excessively; these subscripts can be recovered from the context): 

• 
(Cl)f) Cl)(G/sOf/2og1) = /Soh oFg17 

(Cl)Cl) Cl)(G/sog20g1) = /s0Cl)g20Fgl, 

(Cl) F) Cl)g ° FIB = Cl)g, 

(fCl) f(fa0Cl)g20Fgl) = G/sog20g1, 

In these equalities !p and "Y don't occur. 

(ff) f(faohoFg1) = G/sofJ-pg17 

(fG) GIA ° fJ = fJ. 

Equalities like these were considered in [Hayashi 1985] and [Hoofman 1993], 
which deal with notions of adjoint semifunctors, i.e., graph-morphisms satisfying 
only (fun2), and not necessarily also (funl). (Note that at the beginning of the 
preceding section we also didn't assume (fun1) to find equalities without Cl) and f 
equivalent to (FG), (GG), (!p) and (-y).) 

In the standard definition of adjunction with the rectangular \ \ choice of prim­
itives we have that 

(A, 1, 0) and (8,1,0) are categories, . 

F and G are functors, 

Cl) and f are families of seesaw functions, 

!p and "Y may be defined by (!p) and (-y), 
the following equalities hold: 

(Cl)f') Cl)fJ = J, (fCl)') fCl)g = g, 

(Cl)Cl)') Cl)(g2 ° gl) = Cl)g2 ° Fg1 , 

(Cl)Cl)") Cl)(GJ ° g) = J ° Cl)g. 

The equalities (Cl)Cl)') and (Cl)Cl)") can be replaced by 

(ff') f(h ° It) = Gh ° fit, 

(ff") f(f ° Fg) = fJ ° g. 
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It is easy to see that, due to the presence of (fun1) for Fa and Ga, the equalities 
(~r'), (r~'), (~~') and (~~") amount to (~~), (rr), (~r), (r~), (~F) and (rG). 

In this standard definition of rectangular \ \ adjunction, (~~') can be replaced 
by 

~g = ~IGA 0 Fg, 

an equality that in the presence of (rp) and (fun1) for Ga amounts to (~). Analo­
gously, (rr') can be replaced by an equality that in the presence of (-y) and (fun1) 
for Fa amounts to (r): 

r!=G!OrlFA. 

The equalities (~~') and (~~/I) can be replaced by the implication 

if g2 0 gl = G! 0 g, then ~g2 0 Fg1 = f 0 ~g 

(to show that we use (cat1right), (catlleft) and (fun1) for Fa and Ga). Analogously, 
(rr') and (rr") can be replaced by the implication 

if h 0 !I = f 0 Fg, then G h 0 r!I = r fog. 

With these implications, which are involved in Lawvere's definition of adjunction 
as an isomorphism of comma categories (see [Mac Lane 1971, p. 84, Exercise 2, and 
p. 53]), we abandon, however, the equational style of defining adjunction favoured 
here. 

3.5. Rectangular / / adjunction. H A and B are deductive systems that satisfy 
(catlright) and (catlleft), and (Fa) and (Ga) hold, then it is clear that the equalities 
(rp), (-Y), (~) and (r) are interderivable with the equalities 

rpA = ~GA,ArGA,ArpA' 
~B,Ag = rpA 0 ~B,FGA(-yGA 0 g), 

'YB = rB,FB~B,FB'YB, 
rB,A! = rGFB,A(f 0 rpFB) 0 'YB, 

from which the functions Fa and Ga are absent. (The equalities in the first line 
are instances of (~r') and (r~'), respectively.) However, there doesn't seem to be 
a standard definition of adjunction with the rectangular / / choice of primitives, 
which would be based on equalities such as these. Standard definitions take the 
adjoint functors F and G, or at least one of them, as primitive. In 3.7, we shall 
consider a definition of adjunction where neither of the functions Fa and Ga is 
primitive. 

3.6. Triangular adjunction. Suppose 

(A, 1, o) and (B, 1, 0) are categories, 

Fa satisfies (fun2), 

rp satisfies (nat), 

(Ga
), ('Y) and (~) hold. 
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Then the equalities (Fa), (cp), (f), (fun2) for Ga and (nat) for'Y are interderivable 
with the equallties 

(f3) CPA 0 FfB,Af = f 0 FIB, 

(ffll) fB1,A(f 0 Fg) = fB2,Af 0 g, 

from which Ga, 'Y and <1> are absent. Note that again we have not assumed (fun!) 
for Fa (nor for Ga). 

The equality (f3) could be replaced above by 

CPA 0 F(fB,Af 0 g) = f 0 Fg, 

while in the presence of the assumptions that A is a category, that Fa satisfies 
(fun2) and that (Ga) and (f3) hold, the equality (nat) for cP is replaceable by 

CPA 0 FIGA = CPA. 

This last equality follows, of course, from (catlright) and (fun!) for Fa. 

In the standard definition of adjunction with the triangular choice of primitives 
we have that 

{A, 1, o} and {B, 1, o} are categories, 

F is a functor and GO is a function on objects, 

cP is an objectual transformation, 

f is a family of seesaw functions, 

aa, 'Y and <1> may be defined by (Ga ), (-y) and (<1», 
the following equalities hold: 

(f3') CPA 0 FfB,Af = f, 
(fl) fB,A(CPA 0 Fg) = g. 

Remember that an "objectual transformation" , as specified in 1.3, is like a trans­
formation between functions on objects, instead of graph-morphisms. We didn't 
assume that GO belongs to a graph-morphismj so, to be precise, we can say on­
ly that cP is an objectual transformation from the composite function Fa on the 
objects of A to the identity function on the objects of A. 

Note that in the presence of (<1», the equalities (f3') and (fl) can be written as 
(<1> f') and (f<1>'). (The names "f3" and "fl" come from the adjunction of ~carte­
sian closed categories, where the corresponding equalities are related to f3 and fl 
conversion in the typed lambda calculus.) 

It is clear that with (catlright) and (fun!) for Fa the equality (f3) amounts to 
(f3'). On the other hand, (ffll), (catlleft) and 

(fcp) fGA,ACPA = IGA 
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yield (77), while, conversely, from (13'), (7]), (cat2) and (fun2) for Fa we obtain 
(rr"), and from (77), (catlright) and (funl) for Fa we obtain (rep ). The equality 
(Pi) implies in the presence of (Ga) that ep satisfies (nat). 

The equality (77) is replaceable by the implication 

if epA 0 Fg = I, then 9 = rB,A/, 

which together with (Pi) is tantamount to asserting that there is a unique 9 such 
that epA 0 Fg = I. The definition of adjunction via a solution to a universal arrow 
problem is based on that (see [Mac Lane 1971, IV.l, p. 81, Theorem 2(iv)]). 

Since (Pi) is replaceable by the converse implication, and since we have (~), we 
could assume instead of (Pi) and (7]) the equivalence 

9 = rB,AI i1f ~B,Ag = I, 

which is another way of assuming (~r/) and (r~/). However, with these implica­
tions and this equivalence we abandon the equational style of defining adjunction 
favoured here. 

For the definition of adjunction with the triangular <I choice of primitives we 
would have completely analogous considerations. 

3.7. Seesaw adjunction. The rectangular \ \ and rectangular / / choices of 
primitives are not minimal for defining adjunction if we change slightly the defining 
equalities (Fa), (Ga), (ep) and h). The transformations ep and 7 may be defined 
as follows in terms of ~ and r without Fa and Ga: 

(ep') epA = ~GA,A1GA, 
which serves to transform (Fa) and (Ga) into the following definitions of Fa and 
Ga in terms of ~ and r without ep and 7: 

(Fal) Fg = ~Bl,FB2(rB2,FB21FB2 0 g), 

(Gal) GI = rGA1,A2(f 0 ~GAl>A11GAJ . 

. We then have a definition of adjunction where 

(A, 1,0) and (8, 1,0) are categories, 

po and GO are functions on objects, 

~ and r are families of seesaw functions, 

Fa, Ga, ep and 'Y may be defined by (Fal), (Gal), (ep') and hi), 
the following equalities hold: 

(~r') ~rl = I, (r~/) r~g = g, 
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(with the subscripts of~, r and 1 omitted). 

We could replace (~~"') by 

(rr"') r(h 0 It) = r(h 0 ~1) 0 r It. 

To verify that this notion of adjunction is equivalent to the usual ones it suffices 
to show that it is equivalent to the notion with the rectangular \ \ choice of primi­
tives of 3.4. For that we have first to check that Fa and GO defined by (Fa') and 
(Go') satisfy (fun1) and (fun2). Next, the equalities (~~"') and (rr"') amount 
to the equalities (~~') and (rr') of 3.4 in the presence of (Fa') and (Go'), while 
equalities corresponding to (~~") and (rr") are now derivable. Here is a derivation 
of (~~"): ' 

~(Gf 0 g) = ~r(f 0 ~1) 0 ~(rl 0 g), by (Go') and (~~"') 

= f 0 ~g, by (~r'), (~~III), (catlleft) and (cat2) 

(cf. [D. 1996, section 3.1]). 

This economical definition of adjunction is at the opposite end of the hexagonal 
definition of 3.2, in which we did not economize on primitives. 

To prove strictly the equivalences of various notions of adjunction considered 
here, we would have to introduce the appropriate morphisms between adjunctions 
and demonstrate equivalences of categories, which would actually be isomorphisms 
of categories. We shall not do that, however, since this rather straightforward 
matter would take too much space. We define morphisms between adjunctions in 
5.1 below. 

4. Definitions of comonad 

We shall now survey definitions of comonad. Besides the standard definition of 
this notion, we shall present several alternative definitions, of equivalent notions. 

The principle guiding this survey will be the adjunction between the category 
of our comonad and a subcategory of it, equivalent to the Kleisli category, which 
we will call the delta category. This adjunction defines the comonad, and since 
adjunction can be formulated in various ways, as we saw in the preceding part, we 
may envisage various definitions of comonad. After extracting as many interesting 
definitions as we could find, we compare the delta category of a comonad to its 
Kleisli and Eilenberg-Moore categories. These last categories play an essential 
role in the adjunctions involving the category of adjunctions and the category of 
comonads, which we shall consider in 5.3. 

Of course, we could as well deal throughout with monads. Our only reason 
for preferring comonads is that, from a logical point of view, they seem to bear a 
certain primacy over monads, as the universal quantifier bears a primacy over the 
existential quantifier. On the other hand, from an algebraic point of view, monads 
bear a primacy over comonads (see [Mac Lane 1971, VI] and [Manes 1976]). 
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4.1. Standard definition of comonad. Suppose we are given the following: 

a deductive system (A, 1, 0), 

a graph-morphism D from A to A, 
a transformation E from D to the identity graph-morphism lA, 

a transformation ° from D to the composite graph-morphism DD. 
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So in E we have the arrows EA : DA -+ A, and in ° the arrows OA : DA -+ 
DDA. Then we say that (A,D,E,o) is a comonogroph. We may say that this 
is a comonograph in A, and we use sometimes the same form of speaking with 
comonads, later. To simplify the notation, we don't mention the identity and 
composition of (A, 1, 0), taking them for granted. 

A monograph would be a comonograph with arrows reversed-sources become 
targets and targets sources. Note that the function D on objects in a comonograph 
resembles a topological interior operation, while in a monograph it would resemble 
a closure operation. 

The appropriate morphisms between comonographs will be called comono­
functors. A comonofunctor from a comonograph (A,D,E,o) to a comonograph 
(A', D', E', 0/) is a functor N from the deductive system A to the deductive system 
A' such that the following naturalness equalities hold: 

ND=D'N, 

NEA = ENA, 

NOA =ONA-

A comonad is a comonograph (A,D,E,o) such that 

(A, 1,0) is a category, 

D is a functor, 

E and ° are natural transformations, 
the following equalities hold: 

(EO) 

(EoD) 

(00) 

EDA ° OA = 1DA, 

DEA ° OA = 1DA, 
DOAOOA=ODAoOA. 

A monad (also called a triple) is a comonad with arrows reversed. 

4.2. The delta category. Let (A,D,E,o) be a comonad, and for an arrow 
J : DA -+ A' of A let the arrow ll.J : DA -+ DA' be defined by 

A def r uJ = DJ OUA· 

The operation ~ should be taken as indexed by A, and the same index is inherited 
by @ in 4.5, but we take these indices for granted and omit them. 
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Then consider the subgraph Aa of A whose objects are the objects of A of the 
form DA and whose arrows are the arrows of A of the form 6./. In Aa, there is an 
identity made of the arrows IDA of A and the composition of 6./t : DAl -t DA2 
and 6.12 : DA2 -t DA3 is defined as the arrow 6.12 06./t of A. To ensure that 
IDA and 6.12 0 A/t are indeed arrows of Aa we check that the following equalities 
hold in A: 

(6.C) 6.CA = IDA, 

(6.0 ) 6.(12 0 6./t) = 6.12 06./t. 

It is clear that Aa is a category with this identity and this composition; namely, 
it is a sub category of A. We call Aa the delta category of the comonad (A, D, c, 8). 

Between A and Aa there is an adjunction, where the left-adjoint functor F from 
Aa to A is inclusion I and the right-adjoint functor G from A to Aa is D. To 
show that D / is of the form 6./, we check that in A for every J : A -t A' we have 

The counit IP of this adjunction is just c, where IPA is CA, and the unit 'Y is 8, but 
with 'YDA being OA. That this adjunction obtains indeed will be shown in the next 
three sections. 

Later, in 4.6 and 4.7, we shall compare the delta category to the Kleisli category 
and to the category of free coalgebras of a comonad. Before that, in the next three 
sections, we find the delta category handy to survey various possibilities of defining 
a comonad. 

4.3. Primitive notions in comonad. Let us now consider how one could express 
the adjunction between A and Aa in various ways according to the definitions 
of adjunction in 3. First, the primitive notions we might have to express this 
adjunction are displayed in square brackets in our hexagonal figure. 

Besides the notions we have already encountered, we find in square brackets 
the seesaw functions E, corresponding to ~, which will· be defined below. The six 
definitional equalities of 3.1 connecting these notions would now read: 
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for 6./ : DA' ~ DA for /: A ~ A' 

(Ft) 6./ = EDA(dA o6.f), (G1» D/ = 6.(f oCA), 

(<Pe) cA = EADIA, (-Y6) dA = 6.1DA, 

for 6./ : DA' ~ DA for /:DA' ~A 

(~E) EA6./ = cA 06./, (r.!1) 6./ = D/ 0 dA'. 

The subscripts in 6. are unimportant now, because FA is A, but the second 
subscript of E, understood as ~, matters, and this is the one we note above. 

We must first settle what E stands for. The equality (~E) would permit us to 
.get rid of E in (Ft) and (<Pe) if dA 06./ and DIA were equal to arrows of the form 
6./'. Now, for DIA this follows immediately from (GfJ), while for 6A 06./ we have 

6A 06./ = (6A oD/) odA', by (ra) and (cat2) 

= DD/ 0 (dDA' 0 dA'), by (nat) for 6 and (cat2) 

= (DD f 0 D6A') 0 6A', by (66) and (cat2) 

= 6.6./, by (fun2) and (r a). 

So we may take that E is defined by (~E). 
The possible choices of primitives for our adjunction would now be the following, 

taking into account that F is now inclusion and doesn't figure anywhere: 

hexagonal: (D, c, 6, E, 6.) 

rectangular //: (D,c,6) 

rectangular \ \: (D,E,6.) 

rectangular / /: (c, 6, E, 6.) 

triangular 1>: (c,6.) 

triangular <J: (D, 6, E) 

The rectangular // choice is the choice of the standard definition. The rectangular 
\ \ choice boils down to (c,6.), since c can be defined in terms of D and E, while D 
can be defined in terms of c and 6., and E can be defined in terms of c alone. The 
rectangular / / choice boils down to (c, 6.), too, since 6 can be defined in terms of 
6. alone, and E can be defined in terms of c alone. Finally, the triangular <I choice 
boils down to (D,c,d), since c can be defined in terms of D and E, while E can be 
defined in terms of c alone. 

We should mention also the seesaw choice (E,6.). This boils down to (c,6.), 
since cA can be defined as EAIDA, and E is definable in terms of c alone. 

The hexagonal choice is of course full of redundances, but we shall nevertheless 
consider this choice in the next section. Besides that, we are left with only two 
in.teresting choices: the standard choice (D, c, 6) and (c,6.). 
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4.4. Hexagonal comonads. With the hexagonal choice of primitives, we as-
sume for a comonad (A,D,c,d,E,A) that 

(A, 1, 0) is a category, 

D is a functor, 

c and 6 are natural transformations, 

the equalities (Fj), (GD), (<Pe), hs), (c)E) and (rA) hold, 

and, moreover, the equality (66) holds. 

The equality (dd) is assumed not because of the adjunction, but in order to 
insure that AA is closed under composition. It is also used in order to guarantee 
that E can be defined by (c)E) in (Fj), as we have shown above. 

Let us show now that this hexagonal notion of comonad is equivalent to the 
standard (A,D,c,d) notion. With (c)E), the equality (Fj) reads 

Al = CDA 0 (dA 0 Al). 

This equality clearly. follows from (cd), (catlleft) and (cat2). Conversely, (cd) 
follows from this equality as follows. Since from (GD) with (fun1) and (catlleft) 
we have aeA = IDA (i.e., the equality (Ac) mentioned above), our equality with 
(catlright) will give (cd). Therefore, (Ff) amounts to (cd). 

With (r A), the equality (GD) reads 

D I = D(J 0 cA) 0 dA. 

This equality follows from (cdD), (fun2), (cat2) and (catlright). Conversely, (cdD) 
immediately follows from this equality with (catUeft) and (funl). Therefore, (GD) 
amounts to (cJD). The equalities (Ff) and (GD) are more important than the 
remaining four equalities (<Pe), (-y.s), (c)E) and (rA), which boil down to definitions. 

So, our hexagonal notion of comonad is equivalent to the standard (A, D, c, 15) 
notion. To prove quite strictly the equivalence of these two notions, we would have 
to demonstrate an equivalence of categories, which would actually be an isomor­
phism of categories. 

Note that in the hexagonal definition a comonad is defined by assuming that 
A and AA are categories and that the functors I and D are adjoints, I being 
left-adjoint and D right-adjoint. An adjunction between A and B where the left 
adjoint F is the inclusion functor from B into A is called a coreftection of A in 
its· sub category B. So a comonad in A is defined by assuming that there is a 
coreflection of a category A in its subcategory AA. 

The standard (A, D, c, 15) notion of comonad of 4.1 corresponds to the rectangular 
11 notion of adjunction of 3.3. The equality (cd) corresponds to (IjY'fF) and (cJD) 
to (IjY'fG), while (615) is related to (nat) for "'t. 

4.5. Triangular comonads. With the (c, A) choice of primitives, we can imitate 
the definition of triangular adjunction of 3.6 to define comonads. We define a 
triangular comonad (A, c, A) by assuming that 
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A is a category, 
D is a function from the objects of A to the objects of A, 
E is an objectual transformation from D to the identity function 

on the objects of A, 
~ is a function mapping the arrows /: DA -+ A' of A to 

the arrows ~/: DA -+ DA' of A, 
the following equalities hold: 

(E~) EA 0 ~/ = /, i.e., EA~/ = /, 
(~o) ~(h 0 ~iI) = ~h 0 ~iI, 

(~c) ~cA = IDA. 
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These three equalities correspond to the equalities that were mentioned in 3.6 
as a possible choice for defining triangular adjunction: (E~) corresponds to ({3'), 
while (~o) corresponds to (rr") and (~c) to (rIP). The new notion of comonad 
is equivalent to the standard (A,D,E,c5) notion, via the definitions (G'b), (-r6) and 
(r a). (A definition of monad analogous to this triangular notion of comonad may 
be found in [Manes 1976, 1.3, Exercise 12, p. 32].) 

The triangular notion of comonad becomes more transparent if for iI : DAl -+ 
A2 and h : DA2 -+ A3 we introduce the definition given by the equality 

(@) h@h =ho~h· 

We call @ delta composition. With delta composition, (~o) reads 

(~@) ~(h@h) = ~h 0 ~h· 

Conversely, we may define ~ in terms of delta composition by the equality 

(~) ~/ = IDA@/. 

With delta composition primitive, a comonad could be defined as being (A, e, @), 
where A, D and E are as for the triangular (A,e,~) notion above, @ is a function 
that assigns to a pair (h : DAl -+ A2,h : DA2 -+ A3) of arrows of A the arrow 
h@h : DAl -+ A3 of A, and the following equalities hold: 

( catlright@) 

(catlleft@) 

(cat2@) 

(shift) 

/@CA=/, 

EA@/=/' 
(f3@h)@h = h@(h@h), 

(f3 0 h)@h = fa 0 (h@/d· 

The first three equalities are clearly analogous to the corresponding categorial 
equalities, E behaving as identity. The fourth equality can be replaced by either of 
the following two equalities: 

(shift 1) 

(shiftc) 

fa 0 (lDA@h) = h@h, 

(f3 oCA)@h = h@h. 
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(With (shifte), the equality (catlleft@) becomes superfluous.) The (A,e,@) notion 
of comonad and the triangular (A, e,.6.) notion are equivalent, via the definitions 
(.6.) and (@). (A definition of monad analogous to the (shifte) variant of our 
(A, e, @) notion may be found in [Manes 1976, 1.3, Definition 3.2, p. 24]; the other 
variants are from [D. 1996, section 4.1].) 

If we don't economize on primitives, and take both .6. and delta composition 
as primitives, then an equivalent notion of comonad is obtained by defining it as 
(A,e,.6.,@), where A, D, e, .6. and @ are as before and the equalities (e.6.), (.6.@) 
and (.6.e) hold. Now the defining equalities (.6.) and (@) become derivable (this 
definition is in [D. 1996, section 4.1]). 

Note that we are certainly not allowed to suppose that we have now exhausted 
all possible ways of defining comonads. But the definitions through the adjunction 
between A and Aa are well covered, and among these definitions we find the 
standard definition and other definitions mentioned in the literature. 

4.6. The Kleisli category. Let (A, D, e, 6) be a comonad. Then consider the 
graph AD whose objects are all the objects of A, while its arrows are obtained by 
taking that for every object A of A and every arrow I : DA -+ A' of A, the pair 
(A, f), which we abbreviate by lA, is an arrow of AD of type A -+ A'. (Formally, 
we need a bijection K. that assigns to the pairs (A, j) the arrows K.(A, f) : A -+ A' of 
AD. So, K.(A, f) may be identified with the ordered pair (A, f). We cannot identify 
K.(A, f) just with I instead of (A, j), because, if D is not one-one on objects, then 
I could have more than one source in AD. Definitions of Kleisli category in the 
literature, including Kleisli's own definition of [1965], usually don't make this clear.) 

The graph AD has an identity whose arrows lA : A -+ A are defined as e~ and 
composition in AD is defined as follows in terms of the delta composition of A: 

It2 0 Itl ~f (/2@h)A 1 • 

Let us call the graph AD with this identity and this composition the Kleisli de­
ductive system of the comonad (A,D,e,6). It is clear that due to (catlright@), 
(catlleft@) and (cat2@) of the preceding section, this deductive system is a cate­
gory. This category is called the Kleisli category of the comonad (A, D, e, 6). 

A category isomorphic to AD is a category A~ related to the delta category Aa, 
which is defined as follows. Its objects are again the objects of A, while its arrows 
are obtained by taking that for every pair (Al' A2 ) of objects of A and every arrow 
h: DAl -+ DA2 of A such that 

(homo 6) 

the triple (At,A2,h), which we abbreviate by hA1 ,A2, is an arrow of A~ of type 
Al -+ A2. The identity arrows lA : A -+ A of A~ are defined as 1 ~': and 
composition is defined by 

ht2•As 0 ht1 ,A2 ~ (h2 0 hl)Al.As. 
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The equality (homo &), which is a kind of naturalness condition, could alternatively 
be written as 

t1h = t1IDA2 0 h. 

Other conditions equivalent to (homo &) are 

t1{EA2 0 h) = h, i.e., t1EA2h = h, 

3f(t1f = h). 

The isomorphism between the categories AD and A~ is obtained by the functor 
K from AD to A~ such that KA = A and for f: DAl -+ A2 

KfAl = (Llf) A loA2. 

The inverse K-l of K is defined by K-l A = A and for h : DAl -+ DA2 
\ 

IT D is one-one on objects, then it is clear that the category A~ is isomorphic to 
the delta category Ad, which we have considered in 4.2. Without supposing that 
D is one-one on objects, we can ascertain only that A~ and Ad are equivalent 
categories (see 1.5). 

The (A, E, @) definition of comonad from the preceding section shows that we 
could define a comonad by assuming that its Kleisli deductive system is a category 
and by the the (shift) equality. This equality expresses the adjunction between A 
and AD, which we shall examine in 5. 

4.7. The Eilenberg-Moore category. Let (A,D,E,&) be a comonad. Then 
consider the graph AD whose objects are arrows d: A -+ DA of A such that 

(obl) eA 0 d = lA, 

(ob2) &Aod=Ddod. 

An arrow of AD with source dl : Al -+ DAI and target d2 : A2 -+ DA2 is made of 
an arrow h : Al -+ A2 of A such that 

(homo) 

To prevent the same arrow from having more then one source or more than one 
target, the arrow h in AD should be indexed by dl and d2 • Formally, the arrows 
of AD will be triples (dl ,d2,h), but we shall take the indices dl and d2 for granted 
and omit them (usually, they are not even mentioned). 

The identity arrows of AD are just lA : A -+ A and composition is defined as 
composition in A. We can check that the equality (homo) holds when d l and d2 

are equal and for h we put an identity arrow; it holds also for h2 0 hi !f it holds 
for hi and h2 • So AD is a category, which is called the Eilenberg-Moore category of 
the comonad (A,D,e,&). 



38 Kosta Do&en 

For d : A -t D A and I : A -t A' let 

def 
Adl = Dlod. 

It is clear that for I : DA -t A' the arrow A6AI is AI. To define the Eilenberg­
Moore category of a comonad we can assume 

(obI') eA 0 Adl = I, 
(ob2') dA 0 Adl = AdAdl, 

(homo') Adl h = Ad:l1A2 0 h 

instead of (obI), (ob2) and (homo). 

The full subcategory Afree of AD whose objects are all the arrows dA : DA -t 
DD A of A is called the category of free coalgebras of the comonad. This category is 
isomorphic to the delta category Aa when there is a bijection between the objects 
of A of the form DA and the arrows dA of A. This bijection exists when D is 
one-one on objects. When D is not such, we may still have this bijection, provided 
that if DAl is the same object as DA2, then dAl = cSA:I (the converse implication 
obtains anyway). But the bijection may also fail. (In [D. 1996, section 4.2] it is 
stated that it can be shown without the supposition that D is one-one on objects 
that Aa and ACee are isomorphic. What should have been said is that this can be 
shown sometimes even without making this supposition.) 

We obtain a category isomorphic to the Kleisli category AD (and to A~) by 
replacing the objects dA of ACee with pairs (A, dA), and the arrows h : DAl -t DA2 
of Afree with triples {Al' A2, h}. (In the usual presentation of Eilenberg-Moore 
categories, objects are said to be pairs (A, d) where A is the source of d: A -t DA 
and d satisfies (ob!) and (ob2). These pairs are in one-to-one correspondence with 
the arrows d. Mentioning the source of d in the pair is not essential: it seems 
to be there for heuristical reasons. However, introdUCing A into (A, dA) makes a 
difference. Note that A is not the source DA of dA.) 

In general, we can assert only that Afree is equivalent to Aa and AD, without 
necessarily being isomorphic. 

5. Adjunction between adjunctions and comonads 

We shall now try to clarify the relationship between the notions of comonad and 
adjunction. It will appear that comonads may be understood as a special kind 
of adjunction, since the category of comonads (with comonofunctors as arrows) is 
isomorphic to a full subcategory of the category of adjunctions (with appropriate 
morphisms, which we shall call junctors, as arrows). Moreover, there are two 
adjunctions involving these two categories. 

First, we have a functor that associates in a standard manner a comonad to 
an adjunction. After investigating some aspects of this functor, we show that it 
has a left adjoint, which associates to a comonad the adjunction with the Kleisli 
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category, and a right adjoint, which associates to a comonad the adjunction with 
the Eilenberg-Moore category. At the end (5.4), we show how the usual presen­
tation of these matters, via the category of resolutions of a comonad, where the 
Kleisli category is tied to the initial object and the Eilenberg-Moore category to 
the terminal object, is a simple corollary of our presentation. 

5.1. The comonad of an adjunction. We shall first introduce the notions of 
junction and junctor in the rectangular 11 style of 3.3. A junction is a structure 
like an adjunction, but without the corresponding equalities between arrows. So a 
junction is to an adjunction what a deductive system is to a category and what a 
comonograph is to a comonad. A junctor is a morphism of junctions, and also a 
morphism of adjunctions. 

Suppose we are given the following: 

two deductive systems, (A, 1, 0) and (B, 1, 0), 

a graph-morphism F from B to A and a graph-morphism G from A to B, 
a transformation cp from FG to 1,A and a transformation 'Y from IB to GF. 

Then (A, B, F, G, cp, 'Y) is a junction. 

A junctor from a junction (A,B,F,G,cp,'Y) to a junction (A',B',F',G',cp','Y') 
is a pair (N,A,NB) such that N,A is a functor from the deductive system A to 
the deductive system A', and NB a functor from the deductive system B to the 
deductive system B'j moreover, the following naturalness equalities hold: 

N,AF = F'NB, 

N,ACPA = CP'pyAA, 

NBG = G'N,A, 

NB'YB = 7NsB· 

An ad junction is a junction (A, B, F, G, cp, 'Y) such that 

(A, 1,0) and (B, 1, 0) are categories, 

F and G are functors, 

cp and 'Y are natural transformations, 

the equalities (cp-yF) and (cp-yG) hold (see 3.3). 

To every adjunction (A,B,F,G,cp,'Y) we may associate the comonad (A,FG,cp, 
F'YG), where the composite functor FG is the functor D of the comonad, CPA is eA 

and F'YGA is dA. (We may analogously associate to the adjunction a monad in B.) 
It is routine to check that (A, FG, cp, F'YG) is indeed a comonad. It is called the 
comonad 0/ the adjunction (A, B, F, G, cp, 'Y). 

5.2. Reflections and coreflections in comonads. An adjunction between A 
and B where the right adjoint G is the inclusion functor. from A into B is called 
a reflection of B in its sub category A. We have seen in 4.4 that a comonad in 
a category A is defined by a coreflection of A in its subcategory Aa, the delta 
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category of the comonad. However, with comonads of adjunctions we may have in 
some interesting (and in logic rather common) cases also a reflection of a category 
isomorphic to A~ in its subcategory A. We shall now consider this matter. 

Let us first prove the following proposition. 

Proposition 1. Let (A,13,F,G,cp,'Y) be an adjunction wbere G is one-one on 
objects. Tben tbe Kleisli category ApG of tbe comonad (A,FG,cp,F'YG) of tbe 
adjunction is isomorphic to tbe full subcategory G(A) of 13 wbose objects are all 
tbe objects of 13 of tbe form G A. 

Proof: First we show that for It : FGAl ~ A2 and h : FGA2 ~ A3 in the 
comonad (A, FG, cp, F'YG) we have 

Indeed, 

12@h = 12 0 (FGh o F'YGA1) , by definition 

= 12 0 FrGA1,A2h, by (fun2) and (r) of3.1, 

and we obtain (@~r) by applying (~I") and (rr") from 3.4. 

We now define a functor N from ApG to G(A) in the following way. For every 
object A of ApG, which is by definition an object of A, let N A be GA. For 
every arrow jAl : Al ~ A2 of ApG, for which, by definition, we have an arrow 
j : FGAl ~ A2 of A, let NjAl be rGA1,A2j: GAl ~ GA2. To check that N is a 
functor we have 

Ncp1 = rGA,ACPA = IGA, by (cp) of 3.1, (fun1) and (r~/) of 3.4, 

N(h@jt}Al = rGA1,As(12@h) 

= rGA2,Ash 0 rGAltA2h, by (@~r) and (~r/) of 3.4 

. = NjA2 0 NjA1. 

Relying on the fact that G is one-one on objects, we define the functor N-I from 
G(A) to ApG by taking that N-IGA is A and that for g: GAl ~ GA2 the arrow 
N-Ig is (~GA1,A2g)AI. It remains to use the equalities (~r/) and (r~/) to verify 
that N-INjAl = jAl and NN-Ig = g. 

This is an immediate corollary of Proposition 1: 

Proposition 2. Let (A,13,F,G,cp,'Y) be an adjunction wbere G is a bijection 
on objects. Tben tbe categories ApG and 13 are isomorphic. 

We know from 4.6 that if in a comonad (A,D,E,cS) we have that D is one­
one on objects, then the Kleisli category AD of the comonad is isomorphic to the 
sub category A~ of A, the delta category of the comonad. With the comonad 
(A,FG,cp,F'YG) of an adjunction, for j: FGAl ~ A2 we have 

t:::..j = FrGAltA2j. 
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So AA will be denoted in this case by An. We can then state the following as a 
corollary of Proposition 1: 

Proposition 3. Let (A, B, F, G, tp, "Y) be an adjunction where both F are G are 
one-one on objects. Then the categories AFr and G(A) are isomorphic. 

The point of this proposition is that An is a subcategory of A. So in all 
adjunctions (A, B, F, G, tp, "Y) where F is one-one on objects and G is a bijection on 
objects, B is isomorphic to a subcategory of A. Note that in such an adjunction A 
may actually be a sub category of B, so that the adjunction is a reflection of Bin 
its sub category A. But we can assert that B is also isomorphic to a sub category of 
A, namely AFr, and that there is a coreflection of A in thil3 subcategory. 

(The situation we have just described obtains sometimes in the adjunction of 
deductive completeness, a strengthening of the deduction theorem, originally called 
functional completeness in [Lambek 1974] j see also [Lambek & Scott 1986, 1.6-7] and 
[D. 1996]. Then B is the polynomial category generated by A and an indeterminate 
arrow.) , 

It is instructive to see that the isomorphism from B to An above is the functor 
F, the left adjoint in the adjunction. 

5.3. The adjunctions involving the categories of adjunctions and comon­
ads. Let Adj be the category whose objects are adjunctions, with arrows being 
junctors (this category should not be confused with the category bearing the same 
name in [Mac Lane 1971, IV.8], where arrows are adjunctions), and let Com be 
the category whose objects are comonads, with arrows being comonofunctors. 

Consider now the functor C from Adj to Com that assigns to an adjunction 
(A,B,F,G,tp,"Y) the comonad (A,FG,cp,F"YG) of the adjunction, and to a junc­
tor (NA' NB) the comonofunctor NA (we may readily check that NA is indeed a 
comonofunctor) . 

The functor C has a left adjoint F that assigns to a comonad (A, D, e, 6) the 
adjunction between A and the Kleisli category AD of this comonad, namely the 
adjunction (A,AD,FD,GD,tpD,"YD)' which is defined as follows: 

FDA ~f DA, 

FDfA ~f !:if, 

GDA ~f A, 

GDf ~f (f oeA)A, 

"YDA ~f (lDA)A. 

IT N A is a comonofunctor from a comonad (A, D, e, 6) to a comonad (A', D', e', 6'), 
then F N A is the junctor (N A, N AD) from the adjunction between A and AD to the 
adjunction between A' and ADI, where N AD is defined as follows: 

A def A NAD = NA , 
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For an adjunction J = (A,B,P,G,cp,'Y) let CPJ be the junctor (NA,NB) from 
FCJ to J where NA is the identity functor lA and the functor NB is defined by 

A def G/ NB/ = o'YGA = rGA,A'/. 

The arrows CPJ of Adj make a natural transformation cP from FC to lAdj. It is 
easy to check that for every comonad S = {A, D, e, 6} the comonad CF S is identical 
to Si so the identity comonofunctor lA is an arrow from S to CF S in Com. It is 
trivial that the arrows lA make a natural transformation I from lcom to CF. 

That F is left adjoint to C means that (Adj, Com, F, C, cP, I) is an adjunction. 
In this adjunction, the unit is the identity of the category Com. We can infer that 
Com is isomorphic by F to a full subcategory of Adj (cf. [Mac Lane 1971, IV.4, 
pp. 92-93]). 

The functor C has also a right adjoint G that assigns to a comonad (A, D, e, tS} 
the adjunction between A and the Eilenberg-Moore category AD of this comonad, 
namely the adjunction {A, AD, pD, GD, cpD, 'YD}, which is defined as follows: 

pDd ~f source(d), 

pDh ~f h, 

D def 
CPA = eA, 

GD A ~f tS~, 

GD/~f D/, 
D defd 

'Yd = . 

If N A is a comonofunctor from a comonad (A, D, e, tS} to a comonad (A', D' , e', 15/), 
then GNA is the junctor (NA,NAD) from the adjunction between A and AD to 
the adjunction between A' and A,D', where NAD is defined as follows: 

N h def 
AD = NAh. 

For an adjunction J = (A,B,P,G,cp,'Y) let now"YJ be the junctor (NA,NB) 
from J to GC J where N A is the identity functor lA and the functor NB is defined 
by 

N def 
8g = Pg. 

The arrows "YJ of Adj make a natural transformation "Y from hdj to GC. It is easy 
to check that for every comonad S = (A, D, e, 15) the comonad CGS is identical to 
Si so the identity comonofunctor lA is an arrow from CGS to S in Com. It is 
trivial that the arrows lA make a natural transformation I from CG to ICom. 

That G is right adjoint to C means that (Com, Adj, C,G,!, "Y) is an adjunction. 
In this adjunction, the counit is the identity of the category Com. We can infer that 
Com is isomorphic by G to a full subcategory of Adj (following the terminology 
of [Mac Lane 1971, IV.4, pp. 92-93], the functor C is a left-adjoint-Ieft-inverse of 
Gi the category Com is isomorphic to a full reflective sub category of Adj). 

One could expect that adjunctions similar to those with C, F and G treated in 
this section may be obtained by taking instead of Adj the category of junctions 
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(with junctors as arrows) and instead of Com the category of comonographs (with 
comonofunctors as arrows). 

5.4. The category of resolutions. Take a functor C from a category A to a 
category S, and for a given object B of S consider the set of objects A of A such 
that CA = B and the set of arrows I of A such that Cl = lB. These two sets 
make the graph of a subcategory AB of A. 

An object A is initial in a graph i1f from A to every object in the graph there 
is exactly one arrow; A is terminal iff from every object to A there is exactly one 
arrow. 

If C has a left adjoint F such that the unit of the adjunction is the identity of 
S, then AB has an initial object F B, and if C has a right adjoint G such that the 
counit of the adjunction is the identity of S, then AB has a terminal object GB. 

To show that FB is initial, take an object A of AB; then it can be shown that 
/{J A : FCA --+ A is the unique arrow of AB from F B to A. For suppose there is 
another arrow I : FCA --+ A in AB; since 

Cl 0""fB = Cl = 1B, 

because 'YB is an identity arrow and I is in AB, and since 

C/{JA 0 ""fB = 1B, by the equality (I{J'YG) of 3.3, 

we obtain 
/{JFB 0 F(CI 0 ""fB) = /{JFB 0 F(C/{JA 0 ""fB), 

from which with (fun2), (nat) and the equality (I{J'YF) of 3.3, the equality I = IPA 
follows. Analogously, in the other adjunction, the one with G, the arrow ""fA : A--+ 
GCA is the unique arrow of AB from A to GB. 

So by taking the functor C from Adj to Com and by fixing a comonad S in 
Com we obtain a subcategory Adjs of Adj. We may call the category Adjs the 
category of resolutions of S, by analogy with the terminology usual when one deals 
with monads instead of comonads. For a comonad S = (A, D, e, &), the adjunctions 
in Adjs are all between the category A and a category S, and the junctors (N A, NB) 
in Adjs all have for N A the identity functor on A. 

The category Adjs has an initial object F S and a terminal object GS, according 
to what we have said above. The arrow IPJ : FC] --+ ] is the unique arrow of Adjs 
from FS to an adjunction ] of Adjs, and ""fJ : ] --+ GC] is the unique arrow of 
Adjs from] to GS. These arrows correspond to what in the case of monads is 
called comparison functors. 

Suppose a functor C from a category A to a category S has both a left adjoint 
F and a right adjoint G. Then the functors FC and GC from A to A are adjoint, 
FC being left adjoint and GC right adjoint. (Analogously, CF and CG from S to 
S are adjoint, CF being·left adjoint and CG right adjoint.) This is a consequence 
of the fact that two successive adjunctions compose to give a single adjunction (see 
[Mac Lane 1971, IV.B, p. 101]). 
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By taking that A is Adj and B is Com, we obtain that the functors FC and 
GC from Adj to Adj are adjoint. (The functors CF and CG are uninteresting, 
since they are the identity functor from Com to Com.) 
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