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Abstract. We give the conditions under which the value of stratcgy /2 on ¢ grap) waich

o

consists of n identical graphs joined at one or two points, where the hider cses the same
strategy h/n on every single graph, i1s n times greater or equal then the va ue of strategy » on
one graph. This gives the possibility that using the value of the game on one granh, we can
obtain the value on the union of more identical graphs. ‘
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1. INTRODUCTION

Let O be a connected graph which consists of a finite number of arcs and 2dzes 1o
a three dimensional Euclidean space. The edges intersect only a® vertices of the graph.
Consider the next search game of two players: searcher and hider and the edge O 1s the
starting poirt of the searcher. The hider chooses any point H on one of the arcs and hides at
this point — that 1s a pure strategy of the hider. A pure strategy of the searcher is a
continuous trajectory S with velocity not exceeding 1, 1.e. S:[O,oc-) — (), d(S(£,) — S(14)) S
t,—t;, 0 <1, <1,. The distance d(z,,z,) between any points z,, z, is defined 2s the min:mum
length among all paths in O which connect z; and z,. Since the hider i1s immobile, 1t 15
obvious that the searcher will always use the maximum velocity 1. The payoff ¢(S5,/7) o the
hider is the time spent until the hider is captured. Denote by 75 (7/1) the set of all pure

searcher (hider) strategies. A mixed searcher strategy s 1s a random choice among his pure
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strategies, while a hider mixed strategy 4 is probability measure in the graph Q, that is to say
a mixed strategy s (h) of the searcher (hider) is a regular Borel probability measure on the
set of all pure strategies. If the players use mixed strategies, then the capture time is a
random variable, so that each player cannot guarantee a fixed cost but only an expected cost

c(s,h). Denote the set of all mixed searcher (hider) strategies by Ts (Th), The maximal

expected cost v(s) of using a search strategy s: v(s)=s egc s, h = ;?u HC(S,H ) will be
€

called "the value of strategy s", and the minimal expected cost v(h) of using a hider strategy

h: v(h) = ian c(s,h) = ;27% c(S, k) will be called "the value of strategy k. If there exists a
Sels :

real number v which satisfies v = inf v(s) = supv(k), then we say that the game has a
- s€Ts he

value v. Gal has proved [4] that any search game on a graph described above has a value

and an optimal search strategy.

2. SEARCH GAME ON THE UNION OF N IDENTICAL GRAPHS
JOINED AT ONE POINT

Let nQ be a graph which consists of n identical graphs joined only at the starting

point O. Let C be the value of strategy h on a single graph Q, i.e. C = ml? )C(S h) where
SeTs(1

the minimum takes place over all pure search strategies on one graph 7.5(1). This minimum
Is attained because the set 7.5(1) is compact [4] and ¢(S,h) is lower—semicontinuous function
of S. The hider hides on n graphs using "the same" distribution function h(x)/n on each
graph. From now on, for computational convenience, we will take the probability measure
on n graphs as n. At the end of calculation, we have to divide the result by n to obtain the
right value. In this case the hider uses the probability distribution function A(x) on each
graph.

Let the searcher use some pure search strategy S on n graphs. We can represent

this trajectory in the following way § = (6”11, 0312,6”13, o (PI”, 0321, 0322, 0323, Ty Uy ey (Pml,
sz, 0°m3, ..y £."), where the (ij represents the given i—th part of the trajectory on the j—th
graph. Each part 7,/ (except the last) begins and ends at the starting point O, because the
searcher has to pass through this point when he changes the graph. Denote by T.) the

length of the accomplished path which corresponds to the part {Pl.f and by ij the total
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probability disposed on this part of the trajectory which has not been discovered before,

namely P’ =J.Wdh(x) where the integral takes place over undiscovered points. For

example, suppose that the hider went along one arc the first time from the point O to the

point A(a), which has a distance of a from O along this arc, he came back (denote this

individual trajectory by #_ ) and after some time he goes along the same arc the second time

from the point O to the point A(f), B > o and comes back, (denote this individual trajectory

by #g, F, and Py overlap on the segment between O and A(a) along this arc), then we have

T =2 Bz jm] (x), Ty =28 and B =

I(a B]dh(x Denote further by

Cp Jejed. o) the mathematical expectation of the time necessary to find an object on the

j—th graph if the searcher uses the lrajectory = (P{, P4, P4, ..., P J) and the hider strategy
hoie.Cpipjpj. p =Pl ], P4, ..., 00 h)

THEOREM 1. Let us have n identical graphs joined only by the starting point O of the

searcher and the hider uses the same probability distribution function A(x)/n on every graph.

If the value of strategy & on a single graph is C under condition that inf7; /P, 2 2C, where
P

i

we took infimum over all possible combinations of the parts 7, of the trajectories, which
begin and end at the point O, then the value of strategy 2 on nQ 1s greater or equal to nC.
PROOF. Let us choose any strategy of the searcher :S = (7,1, ;4P ..., P{", P,1, P)%, P2, ...,
o a ey thl, @mz, £Pm3, ..., £ ™), where the upper index designs the number of the graph.
The searcher starts from the point O, moves along the part @11 of the trajectory S on the
first graph, then switches to the second graph and moves along the part #,%, switches to the
third graph and moves along the part &’13and so on. It is possible that any individual
trajectory #/ might be empty, with the consequence that T.)= P/ = 0. We have the
following equalities:

> P/

1=1

ll
—~.
Il
—
n

]

-~

(1)
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Let us denote the expression in the brace by R(n). We will prove that
R(n) = n (n-1) / 2 by induction. It is easy to see that R(2) =1. Let us suppose that
R(n-1) = (n-1) (n-2) / 2.

m m m

R(n)=R(n- )+ Pl 408 BS e Pt B 4
- pn cpl T p2 3 m, 1
34 SRR S SRy A
=1 k=1 k=1 k=1 k=1
(because of (1))

= (n-1) (n-2)/2+ n-1=n (n-1)/2

Now it follows easily: ¢(S,h) > n? C. Since the total measure is n, dividing by n we

will obtain the desired result.
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3. SEARCH GAME ON THE UNION OF N IDENTICAL GRAPHS
JOINED AT TWO POINTS

Let us suppose that we have n identical graphs joined only at two points O and O,

where the point O is starting point for the searcher. Let:

C = mi inf ¢(S,h), inf h) |,
nun(self%o(l)c( )SE%I;O-(I)C(S )] (2)

ﬁo(l) ( ﬁo'(l) ) 1s the set of all pure searcher

trajectories on one graph, where the searcher starts from (3)
the point O (O') and it is allowed for him to jump from one

end point O or O' to another end point.

We have to take into consideration the strategies where the jumping from one end
point to another is allowed, because the graphs are joined only by two points O and O' and
the searcher can switch from one graph to another only at these points, which creates

unusual strategies.

Suppose that

2Csmin[igf]}/ﬂ,i;:f?"j/f’j,ingk/Pk} (4)

where the index i corresponds to the parts of the trajectories where the searches starts from

the point O and comes back to O, s corresponds to the parts of the trajectories where the

searcher starts from the O' and comes back to O' and #, corresponds to the parts of the

-

trajectories where the searcher starts from the point O (O') and comes to O' (O).

THEOREM 2. Under upper conditions (2), (3) and (4), the value of strategy 4 on the union of
n identical graphs joined only at two points, where the hider uses the same probability
distribution function h/n on every single graph is n times greater or equal than the value of
strategy h on a single graph under condition that the searcher can start from the point O

and O' and it is allowed for him to jump from one end point to another.

The proof is identical with the proof of Theorem 1.
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In the case when a single graph Q(2) has two arcs of equal lengths which join two
points O and O' and the hider uses the same strategy h/2 on every arc, condition (3) is

transformed into (3'):

ﬁo(l) ( ﬁoa(l) ) is the set of all pure trajectories on

the one graph, where the searcher starts from the point O (3)

(O') and it is allowed for him to jump from one end point O

or O' to another end point, but only after returning to the

initial point.

Initial point means end point O or O'; at the beginning when the searcher starts
from the point O (for example), the point O is the starting and the initial point, but after
jumping to another end point O', this point O' becomes the initial point and so on. It is not
possible that the searcher, who left the point O and arrived at the point O', sets off again
from the point O. The searcher, who left the point O, arrived at the point A(a), which has a
distance of a from O, returned to the point O can jump from O to another end point O
Because of the symmetry, we can always choose the arcs in such a way, depending on the

searcher trajectory, that is not allowed to leave the point O (Q'), arrive at the point O' (O)

and start again from O (O").

At first, we eliminate all searcher trajectories where he goes twice along the same
arc from one end point to another using the next lemma. Let Q(k) be a set of k

nonintersecting arcs b(1), b(2),...,b(k), of equal lengths which join two points O and O'.

Then, we have:

LEMMA 1. In the game on Q(k), a pure searcher strategy S where he goes twice along some
arc b(i) from one end point to another and then continues moving along some trajectory J
Is dominated by a pure searcher strategy S', where he follows the strategy S up to the second

passing over arc b(z) and, instead to go over arc b(i), chooses the first unexplored arc, goes

along it to the second end point and continues moving following Je.

PROOF. Let H be any pure hider strategy, namely the hider chooses one arc and hides at a

point H of 1t. It the point H 1s on an arc different from the arc which the searcher has

Il

chosen in the strategy §' as the first unexplored arc, then ¢(§', H)

c(SY, H) < c(S.H).

c(S$,H), otherwise
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Let us come back to any "reasonable” strategy S of the searcher on nQ(2). At the
moment, we neglect "small" loops (different of OO'O and O'OQ'") which the searcher makes
following S. The searcher arrives at the another end point O' (in general case), comes back

to O and so on. The first time, when he makes loop OO'O or O'OO' moving along two arcs,

we will say that these arcs form one graph and so on.

4. PRACTICAL USE

We will give one consequence of Theorem 1.

CONSEQUENCE 1. If the symmetrical mixed strategy A(x) of the hider is optimal in the game
on the graph Q(2), which contains two arcs of unit length which join two points O and O' (O
is the starting point), then the strategy A(x)/n on every graph i1s optimal in the game on n
such graphs joined by the point O.

PROOF. To prove it we will take any strategy S _, where the searcher starts from O, goes

along one arc (equiprobably chosen) to the point A(a) which has a distance of a from O,
comes back to O and then goes along the other arc to O' and continues to A(c). The graph

(Q(2) i1s Eulerian and the value on it is equal 1 [4].

1< C(Sa,h) (because h(t) is optimal)
= jlo‘a]zdh(t)+ J[o,l](zo‘ +1)dh(t)+ j[aill(zmz —t)dh(t)
= '[[O,a]tdh(t) + 1[0,11(20‘- +1)dh(t)+
J[o,q(za +2—t)dh(t)- ']‘[0‘&}(20. +2 —t)dh(t)
= 2J[O,a]tdh(t)+2a +1 —?_aj[o,a]dh(z)—2j[0’a]dh(t) <

-

(becauser <, for0< t<a)

20 +1-2J[0 OL]a’h(t)

thus, 2(1/'[[0 a]dh(t) > 2, which means that i(¢) satisfies the conditions of Theorem 1.



10 [j.Pavlovié

REFERENCES

[1] Alpern,S., and ASi¢,M., "The search value of a network", Networks, Vol.15, (1985),
229-238.

2] Alpern,S., and ASi¢,M., "Ambush strategies in search games on graphs", SIAM
J.Control Optim., Vol.24, (1986), 66-75. ‘

3] Bostock,F.A., "On a discrete search problem on three arcs", SIAM J Alg. Disc.Math.,
Vol.5, (1984), 94-100. |

4] Gal,S., Search game, Academic Press, New York, (1980).



