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Abstract. This paper describes a new method of modeling of stochastic processes by simul taneously

determining the order and parameters of model. Process information is contained in obse rved time series -

. the system output or covariation of the output. The new method is based on singular value decomposition

(SYD) of Hankel matrix of covariation of process output. It differs from a previous similar approach in a

more adequate definition of op timiza tion problem. Noniterat ive algorithm of time series modeling is

realized. The capabilities of the algorithm are illustrated through an example and are compared to the

known approach.
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1. INTRODUCTION
-

Th is paper presents a Dew approach to solving the stochastic realization problem 

th e modeling of a time-stationary stochas tic process described in te rms of observed time

series o r, indi rectly, in terms of sys tem ou tpu t covariance.

The problem reduces to su mmarizing adequately the information about the pas t of

the process, represented theoretically by an infi nite length vector, into a sta te vec to r whose

d imen ion correspo nds to the process o rder. The adequacy is achieved indirec tly th rough

the chosen crite rio n fu nction and th e problem reduces forma lly to an optimization problem.

In th e kn own approach , 17], th e measure of corre la tion between the ran dom vec tors of the

pas t a nd fu ture was proposed to be the cri terio n fu nctio n. T he e lution of the problem
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sta ted in this way are the principal co mponents of process output covariance. It was shown

that th is approach has its shortcomings resulting form inadequate norming.

In this paper we propose a new statement of the optimization problem and give a

solution that is operationalized in a noniterative algorithm for simultaneously determining

the model order and model parameter estimates. The capabilities of the algorithm are

illustrated by an example and compared to the results obtained by using the known

procedure of the principal components of Hankel matrix.

Some notions required for the statement and solving of the modeling problem are

given in Section 2 of this paper.

Section 3 describes briefly the existing approach to modeling by using the principal

components of Hankel matrix and the main shortcomings of this approach. .

A new statement of the modeling problem. the solution of the stated problem and

the realized noniterative algorithm are presented in Section 4.

••.,

• 2. BASIC NOTIONS

We give here some notions needed for presenting the resul ts obtained by model ing

based on the analysis of the influence of the past on the future by using Hankel matr ix of

•covanance.

The past of a stochastic p rocess a t a considered instant I is defined as the vector:

where:

Y- (t) = [Yet). y(t-1), ... 1T

The future of a stochastic process is defined by the following vector:

Y + (t ) = [y(t+ 1),Y(I+2), ... )T

The innovations model in the sta te space:

x(l+ l) = FX(I ) + TV(I)

yet) = h x (I) + v(t)

X(I) - an n x I sta te vector of stochastic process at instant I ,

y(t ) - the sca lar value of observation at instant I,

V(I) - the scal ar value of innovation at instant I,

F - an 11 XI1 transfer matrix,
T - an 11 x I vector of in novation gain,
h - an 1XI1 vector of sta te gain .

(1)

(2)

(3a)

(3b)
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( 10)

(7)

(8)

(6)

(5)

(4)

Model ing of stochastic processes based on Hankel matrix

•
•
• ,

J{ = e C

V+(t) = [v(t+I), v(t+2) , ... ]T .

•

X(/) = [ T F T F2T F3T ... j V-(l)

- C V- (/ ).

V -(t) = [vet), v(t-I) , ... ]T.

Hankel matrix of impulse response coefficients:

The controllability matrix - C, of model (3):

C := [T FT F2T F3T ... ]

The observability matrix - e, of model (3):

The future defined in terms of innovation at t:

purposes.

of the pas t expre ed in terms of y. tern output, Y- (I), in a way . imi lar to that in the

original sy te rn , (3):

The future vector est imate, based on the past vector expressed in terms of

innovation, having the property of the minimum erro r variance, reads:

Y + Iv- = J{V-. (9)

The state of stochastic process at instant t represents a vector of minimum
-

dimensions that summarizes the relevant info rmatio n about the e ntire past for prediction

By analogy between the definitions of the past and future, on the basis of

stochastic process output it is possible to define the past and the future of a linear stochastic

process in terms of appropriate innovation as well.

The past defined in terms of innovation at t:
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x(t ) = [T (F - Th) T (F - 171f T .. . J y -(t )

= tp y - (t). (11)

•

The minimum-phase model has all zeros in the unit circle.

The normal projection of vector y+ (t) onto Y- (r), of the future onto the past,

respectively, of stochastic process on the basis of the results of multivariate statistics, [3], is:

y+ IY- = E( Y + y -T)[E(y-y-T)] -1 Y- (12a)

or

where:

y+ (t) IY- (t) - H 1\1 Y- (t).

R - Toeplitz matrix of output covariances:

R := E( Y - y - T )

(12b)

H - H ankel matrix of output covariances:

H := E( y+ y -T)

ote: The analyzed stochastic process is weak stationary and the following relation applied

•to It:

Model order - sta te vecto r order
-

After the fac toriza tio n of expression H f{l in e and 'P, the following rel ation is

obtained:

H f{l Y - (t ) = e I.p Y - (t )

= e x(t ), (13 )

the refore , the rank o f H R-) is equa l to the order of state vector .r, i.e. the pace defi ned by

Span(H W) Y- ) has dimensions equa l to the o rde r of the state vec to r.

3. MODELl G PROCEDURE

Since any hase of space Spa n(H U- I y - ) ca n be the sta te vector x , the stoch astic

realiza tio n prohlem reduces to the choice of the most suitable basis for . r- ace

pan(N u:' Y ), I ll.

Su mmarizi ng of the pas t expressed in te rms of sys tem sta te vec to r is no t u niqu c. In

the app ro ach based o n the pr incipal co mpo nents of I lanke l mat rix , the me as ure of
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( 15)

(14)

• •= maxImIze
'i' 'i'T = I pF

- a matrix ob tained by o rn iuing the last row from 8 a nd

Model ing of stochas tic processes based o n l lankcl mall ix

• •maxnruze
'i' 'i'T = I

p

T = 1. the 1st column of matrix 'IJ and

F = 8 I '1J' 8 2,

(8 1T 8 1tI ; 8 1

The solutio n of the stated optimization problem is:

'P = UIT

The innovation model in the sta te space, on the ba i of matrices \ j1 and 8, i

Althou gh th e procedure described was widely used in the mid- e ight ies 121 - 101,

the shortcomi ngs of app roximation to the pri ncipal co mpo nents of l la nkc l ma trix were

identi fi ed in paper 15]. The property of maximum corre lation wi th the future measu red in

the proposed way is not adequa te, because this measure is affec ted by a qua nti ty such as the

variance o f sta te vec to r x. T his becomes pa rtic ular ly prom ine nt when this procedure is

It = 1. the 1st row of matrix 8 ,

The observability matrix, for the previously determined \]1, is de fi ned, on the basi

Formal statement of the optimization problem is:

Determine a matrix \P, whose rank is p (it has p colu mns) such tha t the following is

Shortco mings of the exis ting al2Proach

where: 8 1'1J' : =

8 2 - a matrix obta ined by o mi tti ng the first row from 8.

determined by app lying the modified lIo-Kalman algo rithm, [4] ,:

of (13) and (14), by the following matrix equation:

8 = H 'IJT ('IJ R 'P ~-I = H U1 (U I
T R U1 t l .

where: UI a re the principal components of Hankel matrix:

achieved:

correl ation between the past and the fu ture is maximized, without norma lizing e ithe r the

vector of the past or the vector of the future .
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applied to the vector case where the variance of different series differ greatly. The .

inadequacy of scalar case is illustrated by the example given in this paper.

4. NEW MODELING PROCEDURE

Contrary to the previous, the approach we propose consists of searching for the

most suitable orthonormed directions in the space of the future that determine the subspace

- the future which contains maximum information about the past. The matrix of such p

principal components is the observability matrix. The matrix of summarizing the past into a

state is obtained simply, on the basis of the observability matrix. Formal statement of

optimization problem is:

Determine the observability matrix, e, baving tbe property that:

maximize E e Y +(Y-r
eT e =1p

• •= maxImize
F e T e =l p

(eH) F

The solution of the sta ted optimization problem is

where: V I are the firs t p principal compo nents of Hankel matrix:

-
T he ma trix of summarizing the past is:

'-P = VIT H R-1

PROOF:

(16)

(17)

F

-- (eH) F -- {rGll f{TeT

Incorporating a matrix U, such tha t UT U = U UT = I, expressio n ( IS) can be

written as:

( 19)

The maximum va lue of exp ression (19) under the conditions of the imposed

co nstrai nt is ac hieved wi th that (3 which maximizes the fo llowi ng expressio n:

maxim ize G I I U T

(_)T r_> ' I '.,
U ' l ' ,
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The solution of this problem is achieved by the principal compo nents of the

eigenvalues of matrix H:

wherefrom :

8 = VI.

Since, on the basis of (13), 8 qJ = H R- I , it follows that:

lf1 = VI 'r H }{I .

End of proof. •
Taking into account all that has been sta ted, the algori thm for time series mode ling

based on the system output covariance consists of the following three teps:

ALGORITI1M

Step 1: Perform SVD of matrix H = V L U1' and determine the number of ingular value

p which is statistically significantly different from ze ro (p is the model order).

Step 2: Determine: the observability matrix lp = VI and the mat rix of

qJ = VI H R- I .

Step 3: Determine the parameters of innovation model in the state space

h - 1st row of matrix 8,

T - Ist column of matrix ljJ,

-

• •
summarizing

Where: 8 1'1:' := (81T 8 1t I ; 8 1 - a mat rix ob tai ned by omitting the last row from 8 a nd 8

2 - a mat rix obta ined by omitting the fi rst row fro m 8.

EXAMPLE 1: Realize a model in the sta te space in the innova tion for m for a stochas tic

process whose output (time series) covariance is give n, Figu re I, by applyi ng the old and the

new method . Compare the funct ions of output covariance that correspond to the former

and the later model.
•

•

•
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Figure 1. T ime series covariance

The re ults of modeling are:

T he singular va lues of Hankel matrix covariances are presented in the Figure 2:
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It is co ncluded from the Figure 2 that the mode l order i. p = 3.

Sy tern matrices are:

(a) fo r the o ld app roach:
•

- 0.519

F = -0.746

- 0.008

0.436

-0.657

- 0.489

- 0.231

- 0.208 .,
0.776

- 0. 740

T = - 0.007

- 0.462

h = [-0.358 0. 006 -0. 172 1]

, , ,
I I

II

f-- - --I- - ---- - - - -

I
I

-
,......, A. -+- - - - • -• • --. ,

r, • • •

I-
, • • • I• •, .

~" .. " ~,
./-""

,
. ,1-1 - ......::: -r- -- - ~- - -

• .- • v-, .,, \,,, ,,
I,, ,

••r--' .- - - •, I

,

r- - t- - -- - -

I I

- - - + - -r-- -' - - --- -

I

•

0.6

0.4

0.2

o

-0.2

-0.4

-0.6

-0.8
o 5 10 15 2 0 25 30

-
Figu re 3. Output cova riance for model (a )

(11) for the new appro ach :

- 0.458 - O,()oO 0.131 0,(>94

F = 0.487 - 0.676 - 0.480 • T = 0.22,

- 0.066 o ~) 8 O.73S I 0'" ' 0- . ...) - L- ._J

h = [-0.740 0.007 .OAo2]
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Figure 4. Output covariance for model (b)

As ca n be see n. the o utpu t covariance for the model (a). o bta ined on the basis of

PC-I -I (principal compone nts of H ankel matrix) . [9). d iffers from th e given covariance. The

newly p ro posed method yields a model to which corresponds a cova riance that coincides

comp lete ly with th e initial covariance - the input data.

5. CONCLUSION

A proced ure for model ing - simultaneous determ inat ion of the order a nd

es tima tio n of the parameters of linear models in the state space in the innovation form - of

sta tio na ry time series has bee n real ized . T he a lgo rithm relics on th e principal co mpo ne nts

of I la nkel matrix (PC- I'I) of time series covaria nccs, whic h are obtained by app lying a velY

re liable numerica l procedure - SVD. In co ntras t to the well kn ow n and widely used

approach , whic h is a lso based o n th e PC-H , in th e newly proposed approach th e problem o f

nor rn ing is so lved adequate ly by defi ning a new optimiza tion problem. A sca la r case is

cons ide red in this paper, and the expansion to a vector case is direc t. T he vecto r case a nd a

ba lance d realiza tion re lying on th e lise of this procedure will be treated in det a il in a

forthcom ing paper.
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