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Abstract: The general inverse maximum flow problem (denoted GIMF) is considered, 
where lower and upper bounds for the flow are changed so that a given feasible flow 
becomes a maximum flow and the distance (considering l1 norm) between the initial 
vector of bounds and the modified vector is minimum. Strongly and weakly polynomial 
algorithms for solving this problem are proposed. In the paper it is also proved that the 
inverse maximum flow problem where only the upper bound for the flow is changed 
(IMF) is a particular case of the GIMF problem. 
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1. INTRODUCTION 
 
 In the last years many papers were published in the field of the inverse 
combinatorial optimization [2, 3, 5-17]. The inverse maximum flow problem (IMF) is 
one of the problems that have been studied. Strongly polynomial algorithms to solve this 
problem were presented by C. Yang, J. Zhang and Z. Ma [14]. The IMF problem is 
reduced to a minimum cut problem in an auxiliary network with finite and infinite arc 
capacities. Therefore, weakly and non-polynomial algorithms can not be directly applied. 
 In the paper of C. Yang, J. Zhang and Z. Ma [14] only the upper bound for the 
flow is changed as little as possible in order to make a given feasible flow becomes a 
maximum flow. That is why in many networks the inverse maximum flow problem does 
not have solution. 
 We shall study the more general case where lower and upper bounds for the 
flow can be modified in order to make the given flow become a maximum flow. This 
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Figure 1: The network G and the given flow f
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Figure 2: The solution of IMF 
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improves the solution because the amount of change can be considerably lower. We shall 
call this problem as the general inverse maximum flow problem (denoted GIMF). As 
we shall see, if there are not many restrictions in modifying the bounds for the flow, then 
the GIMF always has solution. 
 We shall give a simple example to illustrate the difference between the two 
problems: IMF and GIMF. In the figure 1 on each arc (x, y) the first value is the lower 
bound l(x, y) for the flow, the second value is the flow f(x, y) of the arc and the third 
value is the upper bound c(x, y) for the flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 We consider the values u and v (which appear in the figure 1) greater than 4, i.e., 
u, v > 4. 
 In the figures 2 and 3 the solutions for IMF and GIMF are presented, the 
modified bounds are bolded. 
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 The amount of change brought only to the arc upper bounds for the flow after 
solving IMF is 3–2 + u–1 > 4. The amount of change to the upper and lower bounds after 
solving GIMF is equal to 3–2 + 1–0 + 1–0 + 4–3 = 4. So, the solution for the GIMF is 
better than the solution of the IMF problem (u > 4 and u has no upper limit). Moreover, 
the solution of GIMF is at least as good as the solution of IMF in any network and for 
any given feasible flow. 
 

2. THE GENERAL INVERSE MAXIMUM FLOW PROBLEM 
 
 Let G = (N, A, c, l, s, t) be an s-t network, where N is the set of nodes, A is the 
set of directed arcs, c is the vector of the upper bounds for the flow, l is the vector of 
lower bounds for the flow, s is the source and t is the sink node. Of course, we have l(x,y) 
≤ c(x, y), for each arc (x, y) ∈ A. 

If a network has more than a source or/and more than a sink node, it can be 
transformed into an s-t network (introducing a super-source and a super-sink node) [4]. 
 We shall introduce the definitions of the s-t cut, the capacity of an s-t cut and the 
minimum s-t cut in the network G: 
 
Definition 1. The set of arcs ),(),(],[ XXXXXX ∪=  is called an s-t cut in the 
network G, where: AX ⊂ , XAX \= , Xs ∈ , Xt ∈ , ),( XX = 

}şi|),{( XyXxAyx ∈∈∈  and }şi|),{(),( XyXxAyxXX ∈∈∈= . ),( XX  
is called the set of the direct arcs of the s-t cut and ),( XX  is the set of the inverse arcs 
of the s-t cut. 
 
Definition 2. The capacity of an s-t cut is  

),(),(],[ XXlXXcXXc −=  = ∑∑
∈∈

−
),(),(),(),(

),(),(
XXyxXXyx

yxlyxc . 

 



A. Deaconu / The Inverse Maximum Flow Problem with Lower and Upper Bounds 16 

 It is easy to see that, if the network has no lower bounds for the flow, then the 
capacity of the s-t cut is ),(],[ XXcXXc =  = ∑

∈ ),(),(

),(
XXyx

yxc . 

 
Definition 3. An s-t cut ],[ XX  is a minimum s-t cut if its capacity is minimum, i.e., 

{ }cutanis]','[|]','[min],[ tsXXXXcXXc −= . 
 

Let f be a given feasible flow in the network G. It means that f has to satisfy the 
flow balance condition and the capacity restrictions. 

The balance condition for the flow f is: 

⎪
⎩

⎪
⎨

⎧

∈
=−

=
=−∈∀ ∑∑

∈∈∈∈ },{\,0
),(

),(
),(),(:

),,(),,( tsNx
txfv

sxfv
xyfyxfNx

AxyNyAyxNy

, (1) 

where v(f) is the value of the flow f from s to t. 
 The capacity restrictions are: 

∀ (x, y) ∈ A : l(x, y) ≤ f(x, y) ≤ c(x, y). (2) 

The maximum flow problem is: 

⎩
⎨
⎧

Gf
fv

inflowfeasibleais
)(max

. (3) 

The general inverse maximum flow problem (GIMF) consists in changing the 
lower bound vector l and the upper bound vector c as little as possible so that the given 
feasible flow f becomes a maximum flow in G. 
 The GIMF problem can be formulated using the following mathematical model: 

⎪
⎪

⎩

⎪
⎪

⎨

⎧

∈∀+≤≤−
+≤≤−

=

−+−

Ayxyxyxcyxcyxyxc
yxyxlyxcyxlyxyxl

tslcANGf

ccll

),(),,(),(),(),(),(
)},(),(),,(min{),(),(),(

),,,,,(inflow maximumais

min

αδ
βγ

, (4) 

where α(x, y), δ(x, y), β(x, y) and γ(x, y) are given non-negative numbers and γ(x, y) ≤ 
l(x,y), δ(x, y) ≤ c(x, y), for each arc (x, y) ∈ A. 
 We shall consider the l1 norm in (4). 
 In order to make the flow f become a maximum flow in the network G, the 
lower bounds of some arcs from A must be increased or/and upper bounds of some arcs 
from A must be decreased. So, the conditions ),(),(),( yxlyxyxl ≤− γ  and 

),(),(),( yxyxcyxc α+≤ , for each arc (x, y) ∈ A have no effect. 
So, the generality of GIMF is not reduced if the following mathematical model 

is considered, instead of (4): 
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δ
β

. (5) 

 When solving GIMF, let’s observe that if the lower bound is changed on an arc 
(x, y), then it will be increased with the amount of f(x, y) - l(x, y). If not so, then the flow f 
is not stopped from being increased on an augmenting path in G from s to t that contains 
the inverse directed arc (x, y) and the modification of the lower bound is useless. This 
means that if l(x, y) + β(x, y) < f(x, y) on an arc (x, y), then when solving GIMF the lower 
bound will not be changed on (x, y). 
 Similarly, if the upper bound is changed on an arc (x, y), then it will be 
decreased with the amount of c(x, y) - f(x, y) in order to stop the flow from being 
increased on a an augmenting path in G from s to t that contains the arc (x, y). So, if 
c(x,y) - δ(x, y) > f(x, y) on the arc (x, y), then the value c(x, y) of the upper bound will not 
be changed on the arc (x, y). 
 It is easy to see that the GIMF problem has solution if and only if there is no an 
augmenting path from s to t that contains inverse directed arcs (x, y) with l(x, y) + β(x, y) 
< f(x, y) and/or directed arcs (x, y) with c(x, y) - δ(x, y) > f(x, y), because on such a path 
(if exists) the flow f can not be stopped from being increased by modifying the bounds of 
the arcs. 
 A graph denoted )~,(~ ANG =  can be constructed to verify if GIMF has solution, 
where: 

{ }),(),(),(or),(),(),(|),(~ yxfyxyxcxyfxyxylyxA >−<+= δβ .  

 So, we have the following theorem: 
 
Theorem 1. In the network G, the GIMF problem has solution for the given flow f, if and 
only if there is no directed path in the graph G~  from the node s to the node t. 

 
 The verification can be done in O(p) time complexity, using a graph search 
algorithm in the G~ , where p is the number of arcs in the set A~ . Of course, we have p ≤ 
m. 
 It is obviously to see that if the set A~  is empty, then GIMF has solution. 
 Let’s consider now the residual network Gf = (N, Af, r, s, t) attached to the 
network G for the flow f, where: 

∀ x, y∈ N : r(x, y) = c(x, y) – f(x, y) + f(y, x) – l(y, x). (6) 

 In the relation (6), for a pair of nodes (x, y) which is not a directed arc from A, 
we consider l(x, y) = f(x, y) = c(x, y) = 0. The set Af contains any arc (x,y) for which the 
residual capacity is positive, i.e., r(x, y) > 0. 
 If the set A~  is empty, then solving GIMF is equivalent to find the set of arcs B 
⊆ Af so that in case that the arcs of B are eliminated from Af, there is no longer a directed 
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path in )\,( BANG f
B
f =  from the node s to the node t and ∑

∈

=
Byx

yxrBr
),(

),()(  is 

minimal. This means that B is the set of direct arcs of the minimum s-t cut in the network 
Gf (see the definitions 1, 2 and 3, where, instead of the network G, we have Gf and this 
network has no lower bounds). 
 As we have seen, if the set A~  is not empty, then, when solving GIMF, no 
change will be done to the lower bounds and/or to the upper bounds on the arcs of A~ . 
This means that for each arc (x, y) of A~  such that l(x, y) + β(x, y) < f(x, y) the residual 
capacity of (y, x) can be set to +∞ and for each arc (x, y) of A~  such that c(x, y) - δ(x, y) > 
f(x, y) the residual capacity of (x, y) can be also modified to +∞. If the GIMF problem 
has solution, then by setting the bounds to +∞, we assure that these arcs will not be in the 
set B, which is the set of direct arcs of the minimum s-t cut in the residual network. 
 So, if the set A~  is not empty, then the minimum s-t cut must be searched in the 
network Gf' = (N, Af, r', s, t), where: 

∀(x, y) ∈ Af :
⎪
⎩

⎪
⎨

⎧

−+−
>−

<+∞+
=

otherwise,),(),(),(),(
),(),(),(or

),(),(),(if,
),('

xylxyfyxfyxc
yxfyxyxc

xyfxyxyl
yxr β

δ
. (7) 

 If the upper bounds of the arcs (x, y) ∈ A ∩ B are increased with the quantity 
c(x, y) – f(x, y) and the lower bounds of the arcs (x, y) ∈ A where (y, x) ∈ B are decreased 
with quantity f(x, y) – l(x, y), then the flow f is stopped from being increased and it 
becomes a maximum flow in the network G with the modified bounds for the flow. So, 
for each arc (x, y) from B ∩ A the upper bound must be changed to the value f(x, y) and 
for each arc (x, y) from A, where (y, x) ∈ B, the lower bound of (x, y) must be changed to 
the value f(x, y). This means that the solution of GIMF is the pair of vectors (c*, l*), 
where: 

⎩
⎨
⎧ ∈

=∈∀
otherwise),,(

),(if),,(
),(:),( *

yxc
Byxyxf

yxcAyx  (8) 

and 

⎩
⎨
⎧ ∈

=∈∀
otherwise),,(

),(if),,(
),(:),( *

yxl
Bxyyxf

yxlAyx  (9) 

 So, we have the following result: 
 
Theorem 2. (c*, l*) is the solution for the GIMF problem (4'), where c* and l* are defined 
in (8) and (9) and the set B is the set of direct arcs of a minimum s-t cut in the network 
Gf'. 

 
 It is easy to see that the amount of change done to the bound vectors c and l is 
equal to the capacity of the minimum s-t cut in Gf', i.e.: 

)('**
1

*
1

* Brccllccll =−+−=−+− . (10) 
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3. ALGORITHMS FOR THE GIMF PROBLEM 
 
 As it has been seen so far, after verifying if GIMF has solution (using the 
network G~ , see theorem 1), the GIMF problem can be reduced to a minimum s-t cut 
problem in the network Gf' (see theorem 2). 
 An algorithm for the GIMF problem has the following steps: 
 
Step 1:  Construct the network )~,(~ ANG =  (see (5)); 

If there is a directed path in G~  from the node s to the node t 
then the GIMF problem does not have solution; STOP. 
else goto step 2; 

Step 2:  Construct the network Gf' = (N, Af, r', s, t) (see (7)); 
Find the minimum cut [ ]XX ,  in the network Gf'; 
B := ( )XX , ; 
Construct the vector c* using (8); 
Construct the vector l* using (9); 
(c*, l*) is the solution of the GIMF problem; 
f is a maximum flow in the network G* = (N, A, c*, l*, s, t). 

 
 Let’s apply the algorithm for the network in the figure 1. We shall consider 

=A~ ∅. So, the GIMF problem has solution and Gf' = Gf. 
 The network Gf' = Gf is presented in the figure 4. The set of direct arcs of the 
minimum cut in Gf' is B = ({1, 3}, {2, 4}) = {(1, 2), (3, 2), (3, 4)} and r'(B) = 4. It 
follows that the upper bounds for the arcs (1, 2) and (3, 4) from G and the lower bounds 
of the arcs (2, 3) and (4, 3) will be changed. The network G* (the solution of GIMF) is in 
the figure 3. 
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 The complexity of an algorithm having the two steps presented above for the 
GIMF problem is given by the complexity of the method used to find the minimum s-t 
cut in the network Gf'. 
 A strongly polynomial algorithm for minimum cut can be applied. For instance, 
the algorithm for maximum flow (and for minimum cut) due to Goldberg and Tarjan 
(1988) can be considered. It has the time complexity of O(n⋅m⋅log(n2/m)), where n = |N| 
and m = |Af|. 
 Weakly polynomial (and non-polynomial) algorithms for minimum cut can not 
be applied directly, because there can be arcs with infinite capacities in the set Af (if 
A~ ≠∅). It is not necessarily to set the capacities of these arcs to +∞. They can be set to a 

value big enough. It is easy to see that it is sufficient to set the capacity of these arcs to 
the value of the maximum flow in the network Gf'. If GIMF has solution, then the value 
of the maximum flow in Gf' is not greater than m⋅R, where: 

R = max{ c(x, y)-f(x, y) + f(y, x)-l(y, x) | x, y∈N }. (11) 

 If the weakly polynomial algorithm for the maximum flow and for the minimum 
cut due to Goldberg and Rao (1997) is applied in the network Gf', then the time 
complexity of the algorithm for the GIMF problem becomes 
O(min{n2/3,m1/2}⋅m⋅log(n2/m)⋅log(R')), where R' = max{r(x,y)|(x,y) ∈ Af} = m⋅R. So, the 
complexity of the weakly polynomial algorithm for GIMF is: 

O(min{n2/3,m1/2}⋅m⋅log(n2/m)⋅log(m⋅R))= 

O(min{n2/3,m1/2}⋅m⋅log(n2/m)⋅log(max{n, R})). (12) 

 Of course, if the set A~  is empty, then the time complexity of the algorithm is 
even less, it is O(min{n2/3,m1/2}⋅m⋅log(n2/m)⋅log(R)). 
 

 

4. THE IMF PROBLEM AS A PARTICULAR CASE OF GIMF 
 
 The algorithm for GIMF can be adapted to solve the IMF problem by setting 
more capacities of arcs from Af to +∞. The flow f must not be stopped from being 
increased in G on a path from s to t that contains inverse arc(s) (x, y) with f(x, y) > l(x, y) 
and these arcs must not be in the set of direct arcs of the minimum s-t cut of Gf'. So, for 
each arc (x, y) with f(x, y) > l(x, y) the capacity of the arc (y, x) in the network Gf' can be 
set to +∞. The network Gf'' = (N,Af,r'',s,t) is constructed, where the capacity for an arc 
(x,y) ∈ Af is defined as follows: 

⎩
⎨
⎧

−+−
>−<∞+

=
otherwise,),(),(),(),(

),(),(),(or),(),(if,
),("

xylxyfyxfyxc
yxfyxyxcxyfxyl

yxr
β

. (13) 

 The minimum s-t cut in the network Gf'' gives the solution of IMF. It is easy to 
see that in (13) the particular case of GIMF with δ(x, y) = 0, ∀ (x, y) ∈ A has been 
obtained. 
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 Finally, let’s observe that C. Yang, J. Zhang and Z. Ma [14] proposed only 
strongly polynomial algorithms for the IMF problem. We showed that weakly and non-
polynomial algorithms can also be adapted for GIMF and, particularly, for the IMF 
problem. Moreover, our network Gf'' (where the minimum cut is searched) has fewer arcs 
and the capacities of the arcs are less. 
 In the article of C. Yang, J. Zhang and Z. Ma the minimum cut is searched in the 
network G''=(N, A'', c'', s, t), where: 

⎩
⎨
⎧

∞+
≤−

=
otherwise,

),(),(),(if),,(
),("

yxfyxyxcyxc
yxc

δ
. (14) 

If weakly polynomial algorithms are applied for minimum cut, then they have 
better complexity in Gf'' than in an adapted network from G'' (where infinite capacities of 
arcs are reduced to m⋅C), because the complexity depends on log(max{n, R}) instead of 
log(max{n, C}), where C = max{c(x, y)|(x, y)∈A} and R = max{c(x, y) – f(x, y)|(x, 
y)∈A}. 
 Now, let’s apply our algorithm for the IMF problem in the network from the 
figure 1. The network Gf'' is presented in the figure 5. As we have seen, the value m⋅R = 
8⋅max{u-1, v-1} can be considered instead of +∞ in the network from the figure 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 The set of direct arcs of the minimum cut in Gf'' is B = ({1}, {2, 3, 4}) = {(1, 2), 
(1, 3)} with r''(B) = u and on the arcs from B the capacities of G will be changed. The 
solution of the IMF problem is presented in the figure 2. 
 

5. CONCLUSION 
 
 We have proposed strongly and weakly polynomial algorithms for solving the 
GIMF problem. GIMF is reduced to the problem for finding efficiently the minimum s-t 
cut in the modified residual network Gf'. It is possible from the beginning to decide fast 
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(in linear time and space complexity) if the GIMF problem has solution. If the problem 
does not have solution it is no need to apply the algorithm for minimum cut to see this 
(with much greater effort). We have showed that IMF is a particular case of the GIMF 
problem and using the algorithms for GIMF, the IMF problem can be solved more 
efficiently than using the algorithms proposed by C. Yang, J. Zhang and Z. Ma in their 
article [14]. 
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