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Abstract: We apply se m idefin ite program m ing to the sym metr ic trav · Ii ng- sa lesma n
problem (T SP l. The TSP is modeled a ::. a problem of di scre te se m idefi n ite
programming. In order to est ima te the optimal object ive va lue , a class 1) 1' sc m id ' fi n ite
relaxations of t he TSP model is defined . Expcrimcntul resu lts with random ly
generated exa m ples show that the proposed relaxa t ion gives con side ru bly better
buunds than 2-matching and l-t.ree relaxations.
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Sem idefin ite programming (S DP) has wide applications in di fferent cla sses of
uptim ization problems (see e .g. I I2 1J . Especially , there is growing interest in t he use of
SDP in combinatorial optimization, where su itable s 'mid 'fini te relaxations have been
developed for a number of NP-hard problem s. Some exa m ples an' t he recently
introduced sem idefin ite relaxation for the max-cu t problem , the well-known
sem idefin ite relaxation for the s tab le se t problem , sem ide fi n ite relaxa tions for gra ph
colouring problems . e tc. (see 171 . 111 1 for a su rvey). TI ll' purpose of this paper is to
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investigate the applications of SDP to the traveling salesman problem. Some
preliminary results in th is direction have been obtained in 13 1.

The sym metr ic t raveling salesman problem (TSP) is one of the best known
NP-hard combinator ial optimization problems. There is extensive literature on both
the theoret ical and practical aspects of the TSP. The theory includes algorithms and
heuristics for solving the problem with the em phasis on complexity questions. A nice
collection of papers su mmarizing the most important theoretical results related to the
TSP can be found in [101 (see also 141 , [9]) . In this paper we develop a discrete
semidefin ite programming model of the TSP which is based on the notion of the
Laplacian of a graph. A class of semidefin ite relaxations for this model is defined and

•

its efficiency is examined.

The paper is organized as follows: In Section '2 we briefly review the results of
Fiedler 16] related to the algebraic connectivity of graphs and extensions to edge­
weighted graphs. We show that algebraic connectivity can be character ized in terms of
the positive sernidefin iteness of a suitably chosen linear transformation of the
Laplacian. Section 3 presents a discrete semidefin ite programming TSP model and a
class of its semidefin ite relaxations which give lower bounds to the objective function
value.

Section 4 summarizes . exper imental results with randomly generated
examples which show that the proposed semidefin ite relaxation gives considerably
better bounds than 2-matching and I- tree relaxations.

2. LAPLACIAN OF GRAPHS AND ALGEBRAIC
CONNECTIVITY

Let G = (V .E ) be an undirected sim ple graph , where V = 11.. ...n: is the set of

vert ices and E is the set of edges. T he Laplacian LeG) of graph G is defined as

L (G ) = D (G ) - A(G) • where D (G ) is the diagonal matrix with vertex degrees on the

diagonal and A (G ) is the adjacency matrix of G . One may also describe L (G ) by

means of its quadratic form

. - :!( L( G )x, x) - L (x i -Xj )
I ' ' L L'

\' .J r: ' '''
I , J

where x = (xl" ... X,,) E R" . T he ma tr ix L(G) is sym metric and positive semidefin ite. If

AI :S; s A" are eigenvalues of L (G) then AI = 0 with the corresponding eigenvector

e = ( 1. 1) . All other eigenvalues have eigenvecto rs which belong to the set
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II

x : = 0 .~ ,
i I

The second sm allest eigenva lue A~ of LeG ) , according to M. Fiedler 161, is

called the algebraic con nect ivity of G and denoted by a (G ) . In 161 th > following

theorem is proved:

Theorem 1. The alg ebraic connectivity a(G ) satisfi es th e [ollotoing propert ies:

(i) a(G ) > O. a(G ) > 0 i(and on ly i( G is connected.

The next theorem shows that the level of the algebraic connectivity of G ca n

be characterized in terms of the posi tive sem idefi niteness of a su itably chosen matrix:

Theorem 2. Let L (G ) be the Laplacian o( g rap h G , and let a and fJ be real

parameters sucli that fJ > O . na -fJ ~ O. T heil a(G ) _ fJ i(and only i( the matrix

X = L (G ) + 0 J - fJ / is positive semidefi n ite, where J is the II x II m atrix unth all

en tries equal to one and 1 is the un it matrix o( order n .

Proof: Let 0 = AJ S; A~ S; ... S; All be t he eigenva lues of L (G ) and let Xl = c and
.

x ' E S. i = 2.. ... n be the cor responding eigenvectors which form a basis for N il . It is

well-known that J has two eigenva lues: 0, wit h multiplicity II - 1 a nd S as its
eigenspace , and II with e as it s eigenvector . Therefore

X I! = (L +a J - fJ /)f! =(a n - Il )c
•

. . .
X x ' = (L + a J - fJI ) x' = (}'i - Ii )x' . i = 2..... 11

which means that a n - fJ and Ai - fJ . i = 2.. . . .n are eigenva lues of X with
... ""eigenvectors e.x ., ' " x • respectively .

If X is positive sem idefi nite t hen A~ - fJ ~ 0 , i.e . (l (G ) ~ fJ . Su ppose that

a ( G ) = A2 > fJ . If n a ::; A~ then the sm allest eigenva lue of X is equa l to II a - fJ . As

n o - fJ > 0 it follows that X is positive sem idefi n ite. In the case when A~ < II a the

smallest eigenva lue of X is A~ - fJ and from the assumption A~ - fJ > 0 it fo llows

that X is positive sem idefi nite . •
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a re t he cor responding,.1 -"
9'\ ~ ••• ~ ..\are eigenvalues a nd' 1 <"' <'.1'.. _ _ A"IfProof:

T he Laplacian L (Gc ) has cha racter istics sim ila r to t hose of L (G ) . Namely it

is sym met r ic, positive sem idefin ite with t he sma llest e igenvalue A) = 0 and the

cor responding eigenvector c. As before , the a lgebraic con nectivity a (Uc ) is t he
•

second smallest e igenva lue of L (G c ) , which enjoys s im ila r properties to those in

Theorems 1 a nd 2.

Further properties of the La placian ma trices of gra phs can be found in 181 .

3. SEMIDEFINITE RELAXATIONS OF TSP

The concept of the Laplacian and algebraic con nect ivity ca n be exten ded to
graphs with positively weighted edges. A C -edgo-weighted gr aph Ue = (V. E.C) is

defined by a graph U = (V . E) and a sym metr ic nonnega tive weigh t matrix C su ch

that cij > 0 if a nd on ly if :i.j: E E . Now t he La placian L (Uc ) is defined as

L (Gc ) = diag(rl ' " .. Ii, ) - C , where 'i is the su m of the i-t h row of C. Another way to

descr ibe L (Gc) is the following:

Theorem 4. Let L (G c ) be the Lap lacian of uicighted g rap h Ge and let a and II be

real param eters sucli that fJ > O. n a - fJ > O. Then (I (Gc ) > fJ iF and only iF

L(Ge )+ a J - fJ I is positioe scmidefinite.

eigenvectors of L (G( . ) we again have AI =O. xl =e. x:! ... ..x" E S and the proof follows

the sa me lines as in Theorem 2. •

Theorem 3 /61. Th e generalized algebraic; connectioity a(Ue ) has the Following

properties: a(U c ) > O. a(U c ) > 0 ifand only iF U(' is connected. •

In this sect ion we sha ll a ssu me that G = (V. E ) is a com ple te undirect ed

gr a ph, where , a s hoforu , V = :1.. ... /1: is the set of vertices a nd E is the set of edges .

To ea ch edge :i .j : E E a distance (cost) d (1 is a ssociated such that tilt' dis tance

matrix 1) = Id u I" " is sy m me t r ic a nd d; ; = O. i = 1.. .. . /1 .
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Nuw the symmetric traveling sa lesm an prublem (TSP) can be formulated as
the prublem of finding the Hamiltonian circu it uf G with minimal cost .

It is easy to see that a span ning subgraph H uf G is a Hamiltunian circuit if

and only if its Laplacian L(H ) = Ilij I" " sat isfies the following conditions :

I i i = 2. i =1.. . .. n

,1:l > 0

(I )

(2 )

where ,12 = a t H ) is the second smallest eigenva lue uf L (H ) . Namely, if L (H )

sa t isfies ( 1) then H is a 2-matching, i.e , it is either a Hamiltunian circu it ur a
collection uf at least two disjuint subcircuits meeting all uf the vertices. According to
( i ) uf Theorem I, condition (2) guarantees that H is connected, which implies t hat

H is a Hamiltunian circuit.

It is well-known in the theury of graph spect ra (see 15 1> that t he Laplacian of
a circuit with n vertices has the spectru m

2 -2ws (2 ;rj ln ). j =1.. ... n

The second sm allest eigenvalue is obtained fur j = 1

,12 = ,13 = 2 - 2 cos (2;r / n ) . In the sequel this value will be

h " = 2 - 2 cos ( 2;r I n ) .

and j = n - 1 ,

denoted by h" ,

•i.e .
•

i.e .

The next theorem gives the basis fur the discrete sem idefin ite programming
model uf the TSP.

•

Theorem 5. L et H be a spanning subg rap li of G sucli that d(i ) = 2. i = 1.. ... n ,

where d t. i ) is the degree of vertex i w ith respect to H , and let L(H ) . Ilij I" " be the

correspond ing Laplacian. L et a and 13 be real parameters sucli that a > h. ; n ,

0 < 13 < h" . Then H is a Hamiltonian circuit iF and only iF the m atrix

X = L (H ) + a J - 131 is positive semidefinite, where J is the /I " n matrix with all

en tr ies equ al to one and I is the unit matrix of order n .

Proof: The conditions of Theorem 5 guarantee that H is a 2-matching. Also, frum
the given assumptiuns it fulluws that n a - 13 > 0 and hence the condit ions uf Theorem

2 are sa t isfied. Suppose that H is a Hamiltunian circuit . Then aiH' ; = h" 2: 13 and,

according tu Theorem 2, the matrix X is positive semidefinite. Suppose now that X
is positive sem idefin ite. By Theorem 2 it fulluws that at H' ; > 13 > 0 and consequently

(2) holds , which implies that H is a Hamiltonian circuit. +

,
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Remark 1: The conditions of Theorem 5 guarantee that the sm a lles t eige nvalue uf
X is always equa l to a(H ) - fJ .

It fo llows from Theorem 5 that a span ning su bgraph H of G
Hamiltonian circu it if and unly if its Laplacian L (H ) sa t isfies condition ( 1) a nd

X = L ( H ) + a J - fJI is positive sem idefin ite , where a > h" n .O < fJ < h"

•
IS a

l2 ' )

Condition l2 ') forbids 2-matchings with su bcircu its since a (H ) = 0 ubviuu s ly implies

tha t the sma llest e igenva lue of X is negative. Starting from ( 1) a nd l2' ) the fullowing
discre te sem idefin ite programming model of the TSP can be defined:

•rrun "" 1 a""
F (X ) = I I (- -dij )Xij +- I Idij

i = l j = l 2 2 i= l j = )
(3)

Xii = 2 + a- fJ , i =L. .. .n

su bject to •

l4 )

"I Xij = n a - fJ . i = L .... n
j = )

Xij E la -L a } , i .j = L .. .. n , i «. j

X ~ O

(5)

lGJ

(7)

where X > O denotes t hat t he matrix X = IXij I" •

" IS sym metr ic and positive

sem idefin ite and a and fJ are chosen according to Theorem 5. Matrix

L = X + fJI - a J represents the Laplacian of a Hamiltunian circuit if a nd on ly if X

sa t is fiesl4H7l. lndeed, cons t ra ints l4H G) provide that L has the form ufa Laplacian
wi t h diagonal e n t r ies equa l to 2, while according tu l2 ') condition (7) guarantees that

L corresponds tu the Hamiltunian circu it. 'I'heroforo, if X' is the uptimal solu t ion uf

problem (3H7) then L' = X · + IJI - a J is the Laplacian of the optimal Hamiltonian

. . f G . I I hi . f . I ~ ~ 1 I Z' F •CIrcu it 0 TWit 1 t ie 0 jective unction va ue L. L.. ( - - ( ij ) ii = ( X) .
? . J

, - I J -l ~

A natural se m ide fi n ite relaxation of t he traveling sa lesm a n problem is
obta ined when di scre te cond itions lG) are replaced by inequality conditions :
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min F (X )

subject to

xi; = 2 + a - fJ . i =l.. .. .n.

"LXij = na- fJ . i =l.. .. .n.
j =1

a - l < x ij <a. i .j = I ..... n , i c ]

X >O

(8 )

(9 )

(10 )

( I II

(12 )

It is easy to see that the relaxation (8H I 2) can be expressed in the form of an SDP
problem. Indeed, constraint (9) can be represented as A i 0 X = 2 + a - fJ , where A i is

a sym met r ic II x II matrix with 1 at the position ( i. i ) and all other en t ries a re 'qua l to

O. Similarly, condition (10) is equivalen t to B , 0 X = 2(n a - /]) , where Hi has 2 at the

position ( i. i) while all the remaining elements of the i -th row and the i -th colum n

are equal to 1, and all the other en t r ies are zero. Finally , condition (11 ) can be
expressed as 2(a - 1) :5 Cij 0 X :5 2a , where Cij has 1 at the positions (i . j) and (j .i )

and zero otherwise. Since SDP problem (8 H I 2) depends on parameters a and fJ it

represents a class of semide fin ite relaxations of TSP. In the sequel, members of this
class will be refered to as SDP relaxations.

Let us denote by D and DO the feasible set of problem (8H I 2) and its
relative interior. For each X ED the corresponding Laplacian L = X + fJ I - a J ca n be

interpreted as the Laplacian of the weighted graph GL = (V. E L ' Ct. i . where

Er• =l :i. j: E E llij < 0: and CL =2I - L . According to Theorem 4, if a and fJ sa t isfy
•

the conditions of Theorem 5 then X > 0 is equ ivalent to a (G L ) ~ fJ. Hence, by

Theorem 3 graph GL is connected. It immediately follows that 2-matchings with

disjoint subcircu its cannot correspond to any X in D .

It is easy to see that D " ce O. Indeed, if e.g. i. = (2 + 2 )1 _ 2 J
n -l n -l

t hen

. - 2 2 2
X =L +aJ - fJ/ = (2 + - fJ) I+(a- )J has the eige nvalues 2+ - fJ with

n -l n -l n -l

the multiplicity II - 1 and n a - fJ with the multiplicity 1. Since n a - fJ > 0 and
2 2 .

2 + - fJ ~ 2 + - h ; > 0 for n ~ 4 , it follows that X E D" , n ~ 4 .
n -l n -l

,
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According to Remark 1 for P < h
ll

matrices X which correspond to the

Laplacians of Hamiltonian circu its a re in D" , while for p = !l1I these matrices belong

to LJ \ LJ" . It is clear tha t the best relaxa tion is obtained for /1 = h ll • 1"01' t hat reason in

the nu merical expe r iments reported in Section 4 parameter P is a lways chosen to be

equa l to II II . Concern ing the parameter a , it is a lways su ffi cient to choose a = 1 .

4 . N UMERICAL EXPERIMENTS

The semide fi n ite relaxation pro posed in th is paper is substa nt ia lly different
frum existing T P relaxa tions. In this sect ion we will compare it with the well-known
2.matching and I- tree relaxations (see e.g. [21. [lO ll . It shou ld fir st be noted that SOP
relaxat io n l8H 12 ) ca nno t be theoret ica lly compared either with 2-matching or with 1­
tree . Indeed, if we consider T. I' model l3 H 7) it is easy to see tha t X which
cor responds tu the Laplacian of a 2-matching sa t isfies l4H G) bu t need not sa tis fy (7).
In the case ufa I- t ree, the condit ion (4) is re laxed . Tfi ) and lG) huld trivially , while (7)
ho lds due to the folluwing argument: A l- tree T represents a spa nning su bgra ph of
G which conta ins only one circu it (;11/ with m vertices , where 3 ::; tn < /I . According

to ( i i) ofTheorem l,n (T»n«(;II/ ) . As n«(;II/ ) = hll/ 2:: 11
11

it follows that n (T ) 2::h
ll

_ p .

Preliminary numerical exper iments with 55 randomly ge nerated T P models
of dimension 10 < II ::; 20 indica te that 01' relaxa tion l8H 12) with P = h. ; and a = 1

•

give conside rably better lower bounds than l- tree and 2-match ing relaxa tions ,
umely, l -t rce was worse in all 55 cases, while 2-matching was worse in 23 cases and

b 'tter only in one case. The expe r iments were per fo rmed on a 48G PC using 'SOP 2.2
softwa re package developed by B. Borchers 111 . The inequa lity condit ions (11) were

handled by adding /I:! - /I s lack var iables which increased the dimensions uf the

unknown mat rix in SOP rclaxution tu I/ :l x I/ :l . This was t he main reason fur limit ing

the dimensio ns uf TSP test exa mples tu 20. It shou ld Iw pointed out that C. OP 2.2
softwa re package showed very good perfonumcc and it never needed inure than 30
it ' rations in order tu g ,t th ' solu t ion accura te tu (j -8 sign ifi ca nt digi ts .

Table 1 conta ins de tails of the numerical exper iments. ulum n 1 indicates the
dim snsion uf the problem, colu mn 2 conta ins the ordina l numbers of randomlv

•

ge ne ra t id problems for the give n dimension, colum ns ~~ , <1 a nd 5 con ta in the optimal
objective function va lue of 2-ma tc hing, l -t.rce a nd . 01' rc luxations , resp .ct ively . An
asterisk de notes that the function va lue cor responds to the integral La placian matrix ,
i.« . the optima l solu t ion of the TS P is obtained .
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Dimension of TSP Problem No. 2-matchin T I-frue SDP

1 1681 * 1275 1680.9950*

2 2778* 2185 2777 .9920*

10 :3 1594 1164 1626.1 300

4 2059* 1924 2058.9950*

5 2682 2143 2672.4910

1 2884* 2605 2884 .0000*

2 2231 1684 2258.4940

11 3 1565* 1270 1565.0000*

4 • 1222 936 1226.8920

5 1999 1431 1999.0000

1 2962* 1724 2962.0000*

2 2416* 1824 2416 .0000*

12 :3 1267* 970 1267.0010*

4 2434* 1664 24:34.0000*

5 1936 1393 1981 .7260

1 1742* 1330 1742.0000*

2 2042 1671 2064.4350

13 3 1786* 1141 1786.0010·

4 2616 2000 2650 .3250

5 2458 · 1635 2458.0000*

1 1503* 1047 1503.0000·

2 2269* 1839 2269 .0000·

• 14 3 1955 1241 1985.5090
4 2153 1663 2170.5680

5 2000* 1212 2000 .0000 '"

1 1548· 811 1548.0010*

2 1415* 759 1415.0000*

15 3 1813 1532 1813.0000
4 2438 1726 2455.6730

5 1749· 1271 1749.0000·

1 2579* 1989 2579.0000·
2 2189* 1201 2189.0000 '"

16 3 2130 1458 2147.9210
4 1435 850 1447.7110

5 2595* 1616 2595 .0010*

•

,



166 D. Cvetkovic, M. Cangalovic, V. Kovacevic-Vujcic / Semidefinite Relaxations

Table 1. (Continued)

Dimension of TSP Problem No. 2-matching I -tree SDP

1 • 1184* 911 1183.9970*
.) 2607* 2001 2606.9930*~

17 3 1665* 1300 1664.9950*
4 1564 1064 1568.4940
5 2182 1413 2192.2420

1 2586 2008 2606.5870
2 2271 1531 2273.2220

18 3 1562* 925 1562.0080*
4 2490* 1733 2490 .0000*
5 1805 1281 1815.9110

1 1224* 782 1223.9960*
2 2040 1269 2039.9930

•
3 1418* 1046 1417.9960*19
4 1895 1531 1897.4480
5 2006 1641 2015 .5880

1 1937 1295 1953.2990
2 2410 1440 2410.2790

20 3 2584 1744 2585.1740
4 1754 1369 1758.4360
5 1812 1029 1817.7610

Although the average behavior of SDP relaxation is better than I vtree, it is
possible to construct TSP instances with a special st ructu re for which the contrary
ho lds. This is illustrated by the following example.

•

Example 1. Let for /I =20 a spanning subgraph W of a complete graph G =(V .E )

be given by Figure 1. Note that W does not contain any Hamiltonian circuit. Consider
the TSP with distance 1 associated to each edge of W • and all other distances equa l to
100. In this case both 2-matching and SDP relaxations give lower bound 20. while 1­
tree gives 515. which is the optimal value of the TSP. Such a behavior can be
explained as follows.

Due to the special structu re of the TSP here the weighted gr aph
corresponding to the optimal solu t ion of the SDP relaxation has the same st ructu re as

- -W . Namely, if X is the optimal solution of (8H 12l. L = X + hll l - J and

E" = :: i .j} E E Ii) < 0: then W = ( V . E/~)' Therefore. although ai, is connected it
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does not conta in a Hamiltonian ·ircu it. Tha t i the pr inc ipa l n·lI. on for 1I bad lowl')
est ima t.ion of the optimal valu e of t he T. l' ohuuned hy • UP lind 2-match lllJ,:
relaxations . On the other hand , if node I rs romovod \V dl'l'olll po,'ps to 1I collocuon of

G su btou rs lind hence any l -tree has to contai n tho "p rpe ns rvo" pd~ps of (; . 1.(' pdgf'.

which are not in \\' . 'I'he rc fore. l -t.ro« relaxa t ion III thi s ClI. P ~JVP~ a bet P I' lo wr-r

hound . •

19

15

18 f"--~

17

16

14

13

l---;» 11
12

•

10

3

4

5

6

7

8

9

•
Example 1 shows that the weighted graph which CO\Tl'SPOll(! to the optimal

solu t ion of the SOP relaxation need not contain any I Iamil tonian circuit . However, if
fJ in SUP problem t8H 12) is increased over II" the edge connectivity of the

corresponding weighted graph will also be increased (sec IGp, together with the
probability tha t it contains a Ilamiltonian circuit . Un fo rtu nate lly , fur fJ > II" matrices

which correspond tu Hamiltonian circuits are no longer in tho feusihle set of t8H 12),
which means t ha t the optimal value of SOP relaxa tion ru-e-d not he a lower hound for
the optimal value of the T SP. eve r t he less, t his obse rva t ion cou ld be the basis for
some heuristics for const ructing su bopt ima l Hamiltonian Circu its.
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5. CONCLUSIONS

In this paper we define a class of semidefmite relaxations of a classical NP­
hard com bina tor ial optimization problem - the symmetr ic traveling salesman problem.
The efficiency of the proposed SDP relaxation is discussed and some preliminary
numerical exper iments are reported, showing that the SDP relaxation gives better
bounds than the well-known 2-matching and l-tree relaxations.

The proposed relaxation could be used as the basis for developing new exact
algorithms for the TSP applying either a traditional branch-and-bound approach or a
polyhedral approach, as well as for new heuristics. Since the SDP relaxation has a
special st ructu re it would also be interesting to investigate whether exist ing SDP
methods could be adapted and improved in order to solve this particular problem more
efficien tly.

•
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