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Abstract: Interactive software systems for pattern analysis and recogmtion
represent powerful scientific, researching, and development tools for designing
pattern recognition systems. In this paper, we discuss one such software systemn
named PC-PARIS (Pattern Analysis and Recognition Interactive System for PC
compatible computers). The variety of pattern recognition and clustering algorithmns,
implemented in PC-PARIS, are briefly described. As application examples, we firstly
present a procedure for the optimal pattern classifier design for the classification of
image data using this program. Also, we present an analysis of the sensitivity of
statistical pattern classifiers, implemented in PC-PARIS, to the increasing number of
features in limited training data set conditions, for synthesized and real data
classification cases.
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1. INTRODUCTION

This paper presents an overview of PC-PARIS, a computer program for
designing pattern recognition systems. PC-PARIS stands for PC-based Pattern
Analysis & Recognition Interactive Svstem. The aim is to incorporate within a single
program the principal algorithms in the field of statistical pattern recognition, thus
enabling the user to perform all steps of data analysis under a consistent user
interface. Its ultimate purpose is to serve as a development tool for real pattern
recognition systems. Thanks to the availability of the source code, it 1s currently also
being used as a powerful tool for intensive research in the field.

" This paper was supported by the Ministry of Science and Technology ol the Republic Serbia
through the Institute of Mathematics SANU Belgrade.
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The need for interactive pattern analysis environments has been recognized
for a long time [10}, [11]. It arises from the experience that no single method
accomplishes the task of achieving low error rate classification regardless of the
underlying distribution and the specific data sample; rather, the data have to be
subjected to extensive experimental analysis. If the information, thus gathered, is
consistent, conclusions about the data structure may be drawn, and a specific method
for classification chosen. The aforementioned experimental studies thus represent a
key step 1n the successful system design. This step i1s greatly facilitated by the use of
interactive programs, which hopefully contain a rich library of relevant algorithms.
PC-PARIS is designed to serve this purpose.

This paper 1s divided into 6 sections. Section 2 describes user interaction with
the program, and also presents some technical details. In Section 3 we briefly describe
the principal data analysis options, except for error estimation, which, due to its
importance, 1s presented in Section 4. Typical applications are the subject of Section 5
while the conclusion is given in Section 6.

2. CONTROLLING PC-PARIS

As 1ts name suggests, PC-PARIS was conceived as an interactive software
tool, controlled by the user by sequences of keystrokes from the terminal keyboard,
and displaying the results of the data analysis on the screen. PC-PARIS is written
entirely in MS FORTRAN PowerStation (version 1.0), a 32-bit compiler for Windows
3.1 (3.11), that creates MS-DOS applications only. In this way, the well-known MS-
DOS 640K linitations are overcome and, PC-PARIS, which is a considerable memory
consuming software system, can use the entire available operating memory of the
given PC station. For example, for the PC-486 DX (4 MB RAM, 33 MHz) workstation,
the version of PC-PARIS runs effectively with the maximal number of 10000 training
and test data samples, divided into maximally 60 classes with a maximal number of 60
features.

- PC-PARIS is a menu-driven program. The desired operation is selected from
a choice of possible operations, displayed on the screen, by activating a single key (the
appropriate key is displayed along with the title of the corresponding operation).
Whenever additional information is needed, it is explicitly requested from the user in
the form of a question. In most cases, the default answers to the questions are offered
in square brackets. These default answers are selected by simply pressing the Return
key, which further simplifies the operation.

PC-PARIS operates in sessions. A session is defined as a sequence of activities
between the start and termination of the program. The data to be analyzed are
supplied to the system in the form of a set of files. Once read in. the data and the
necessary complimentary information are kept in special system files, which are
automatically invoked upon the start of the session. Thus, the data have to be defined
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only once; they then remain in effect in all subsequent sessions, until explicitly
changed.

Two different data sets are used in PC-PARIS, called current and traimning
data sets. The current data set corresponds to what is usually called the test data set.
For unsupervised learning, like clustering, only one data set is sufficient: other
methods use both. The convention adopted here is that each class of training data has
to be placed in a separate input file; for the current data set, whose classification is
unknown, the placement of patterns in input file(s) is irrelevant. Besides the patterns
(vectors) themselves, additional information is also kept in system status files. It
includes the number of features, the total number of vectors, the type of distance, the
type of data, etc.

PC-PARIS recognizes two types of data: continuous and discrete (actually
binary). Some algorithms do not apply for discrete data (e.g., quadratic classifier): as
for the others, in some cases special algorithms have been developed to handle high-
dimensional discrete data (e.g. k-means clustering).

Each menu consists of a number of options. Some of them, when activated..
mitiate data processing; others serve to navigate through the menus. A typical menu
1s shown in Fig. 1.

main menu

level 0
data data feature I
definition display extraction
a b ¢ d
cluster pattern I exit |
| analysis recognition
e f | & return

—— —
|

Press a..g.

Figure 1: Main menu of PC-PARIS
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3. SUBSYSTEMS OF PC-PARIS

The principal subsystems of PC-PARIS are:

¢ data definition menu

e data display menu

e feature extraction menu
e cluster analysis menu

e pattern recognition menu.

Data definition serves to read data files into PC-PARIS. It also enables the
selection of distance (including the Mahalanobis distance), printing of data, and
various file operations. Especially noteworthy is the capability to create artificial data
sets with given parameters. We found the option for creating two multidimensional
normal distributions, with given Bayes error, most useful in our research.
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Figure 2: T'wo-dimensional display of IRIS data

The data display menu displays data along two selected axes. These axes may
be selected in the original space, or they may be any-of the projections as computed by
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Fisher's hinear diseriminant or the Karhunen-Loeve expansion. T'ypical data display 1s

shown 1n Fig. 2.

The menus for clustering include traditional hierarchical methods, like single
and complete linkage, Ward's method, median and centroid methods, ete. as well as
partitional methods (k-means clustering, ISODATA, and Forgy method). It should be
noted at this point that new algorithms have been developed and implemented for the
partitional clustering of discrete data, which enable the clustering of binary data of
practically unlimited dimensions [3]. Also, the choice of 15 distances (similarity
measures) is available for this type of data.

We use the feature extraction menu when we want to reduce the
dimensionality of the original data set. This menu includes Fisher's linear
discriminant and five versions of the Karhunen-Loeve expansion as described in [4], as
well as the proprietary piecewise-linear dimension reduction algorithm, based on an
approximation to the sufficient statistics. All these capabilities function in the same
way. First, the dimension reducing transformation is computed and stored in disk
file(s); second, if desired, the current data set is transformed using the file(s) the
lower dimensional space. This new data set automatically becomes the current data
set, which means that it is immediately available for further processing.

The pattern recognition menu is used to reach one of the following five
submenus:

e multi-layer perceptron (MLP) simulator
e Bayes error estimation

e linear classifier

e quadratic classifier

e k-NN classifier.

In this section, all menus except the Bayes error estimation menu will be
briefly described. The Bayes error estimation menu, which we consider to be the
principal menu of PC-PARIS, is the subject of the next section.

The MLP simulator is the complete implementation of back-propagation
network learning. The network can be trained to recognize patterns, and the learned
weights are saved in disk file, possibly for later use in real-life implementation on
another machine.

Linear and quadratic classifiers on one hand, and A-NN classifiers on the
other, are based on the classical Bayesian classifier theory in the parametric and
nonparametric cases, respectively. As in all menus, special care has been given to the
case of use; complete classification results can be obtained with as few as three
keystrokes, once the data sets have been defined. The classification results are
displayed in the form of a table, such as the one shown in Fig. 3.
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CLASSIFICATION RESULTS

Algorithm: quadratic classifier
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Figure 3: Classification results in PC-PARIS

4. BAYES ERROR ESTIMATION

In many cases, the ultimate performance measure of a pattern recognition
system 1s the probability of error when Bayes decision theory is employed, i.e. Bayes
error. However, this performance indicator is notoriously difficult to compute and/or
estimate; therefore, other performance measures have been used to assess the
separability power of a set of features. Bayes error is an inherent characteristic of the
data set, and does not depend on the classifier that will eventually be employed for
classification. It would therefore be highly desirable to be able to estimate it, either for
feature selection, feature extraction, or other purposes. We consider that the key
feature of PC-PARIS is its menu for Bayes error estimation, which gives the user a
relatively faithful picture of the maximum attainable performance at all stages of
system design. An early version of the Bayes error estimation facility was reported in
[ 1].
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In short, the functioning of the Bayes error estimation menu can be described
as follows. In essence, 1t represents a multi-dimensional, multi-class, non-parametric
kR-NN error estimation procedure, based on the work of Fukunaga and Hummels |7,
8], and improved in |2]|. The output of this method 1s given in the form of a hst of
values of functions e; (k) and ey (k), where ¢  is the estimated Bayes error, k is the
number of neighbors used for estimation, and L and R designate leave-one-out and
resubstitution error, respectively. It is shown in [6] that these two curves bound the
true Bayes error from above and below, in the case of an unlimited design set. The
main contributions of [7, 8] are special procedures for computing these functions, and
the finding that no single, theoretically determined value of £ gives a reliable estimate.
Therefore, in the small sample case, cz (k) and e;{( k) have to be plotted against £,
and the resultant estimate has to be assessed visually from the plot. Typical plots for
(Gaussian (a) and non-Gaussian (bimodal) data (b) are shown in Fig. 4. As usual in PC-
PARIS, these results are obtained with minimum effort. Once in the Bayes error
estimation menu, the user is required to:

e select "compute nearest neighbors” option
e supply the range for £
e select one or more of the four available estimation options

e activate the plotting program.

The first of the four estimation options mentioned uses the theoretical value
for the decision threshold, which gives an unreliable estimate of Bayes error. In
contrast, the other three use special optimization procedures, developed in [7. 8], for
the computation of the decision threshold. Effectively, that decision threshold value,
which minimizes error estimate, is used as the threshold. In practice, these three
options give similar results. In a typical case, this procedure involves only 12
keystrokes, most of which are the Return key. To the best of our knowledge, such a
software system for Bayes error estimation, not to mention PC-PARIS" other
facilities, is not widely available to the pattern recognition community.

5. EXAMPLES

5.1. An example of pattern classifier design using PC-PARIS

In this section, we present a real-life example where PC-PARIS was used to
analyze real data representing two-dimensional contours. The data set consists of five
classes of 48 seven dimensional vectors, each vector in a class corresponding to the
image of a single object, taken at a different angle. The objects are named T, K, H, TN
and AV. and the features represent normalized moments of the digitized nmage,
computed following |5]. The goal is to analyze this data set, and hopefully to design a
low error-rate classifier.
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Figure 4: Bayes error estimation for Gaussian (a) and non-Gaussian (b) data. Upper
and lower curves represent leave-one-out and resubstitution errors, respectively
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First, we enter the main menu, and then the data definition menu, in order to
read data files into PC-PARIS. Since we will eventually do both unsupervised and
supervised learning, we will define both data sets (current and training) to be the
same, original data set. After this, the data remains in PC-PARIS for all subsequent
processing.

Before starting any data analysis, we may want to see selected two-
dimensional displays of the raw data. One of them, obtained by simply picking the first
and the fourth feature, in the data display menu, is presented in Fig. 5. Not much
insight into the data structure is gained this way, so we proceed to the Bayes error
estimation menu, to compute the estimate of the error. As already mentioned, the
output 1s given in the form of a plot, see Fig. 6. One may be tempted to conclude from
this plot that the Bayes error for this data set is around 9%, and that the performance of
any classifier may be close to this figure at best. The shape of the curve also suggests that
the deviation from normality is significant. We will, however, defer these conclusions until
additional testing is performed.

In the next step, we design linear, pairwise-linear, quadratic and %A-NN
classifiers, using all of the data set, and test them on the same data. The results
obtained are displayed in Table 5.1.1. Note that the Mahalanobis distance was used
for £-NN classification. The obtained results are effectively resubstitution errors.
which are known to be optimistically biased.

Table 5.1.1: Classifier performance

'plecewise” linear 24%

"pairwise” hinear | 19%

éuadratic 15%
1-NN 12%
2-NN 24%
3-NN 25%

Next, we try to perform dimension reduction. From the main menu, one
enters the feature extraction menu, and then Fisher's linear discriminant, piecewise-
linear discriminant, or Karhunen-Loeve expansion. We choose, 1n sequence, all three:
for each case, we compute the linear discriminant, transform the samples to four-
dimensional space, and finally estimate Bayes error in this space of reduced
dimension. The estimation results are presented in Table 5.1.2.
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Table 5.1.2: Performance of projection algorithms

Algorithm Bayes error in transformed space

Fisher linear discriminant

plecewise-linear

Karhunen-Loeve expansion

From this table, we conclude that linear transformation to four-dimensional
space 1s Inadequate in this case. Instead, we might try to eliminate some of the
measurements, and evaluate the discriminating power of the remaining ones. This is
easlly accomplished by selecting the "select features" option in the data definition
menu, which allows us to explicitly pick up a subset of the original set of
measurements. Using this capability, and estimating the Bayes error for the
remaining six measurements, we obtained the results presented in Table 5.1.3. They
indicate that removing feature 5 would not significantly reduce the performance of a
carefully designed classifier.

Table 5.1.3: Six-dimensional performance

20%
14%
11%
13%
10%
11%
12%

By now, we have already collected more evidence for our initial assumption
about the data structure. They suggest that the deviation from normality 1is
significant, and that a nonparametric classifier would have to be used in order to get
close to the theoretical limit. Finally, we use PC-PARIS to train the multi-layer
perceptron (MLP) to classify this data set. These results are summarized in Table
n.1.4.

Table 5.1.4: Classification results using MLP

No. of nodes in hidden layer Classification error
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As already said, our investigations indicate that nonparametric classifiers
offer superior performance in this case. A reasonable choice for the classifier would
therefore be the multi-layer perceptron, because it is much faster in comparison with
the £-NN classifier, especially if implemented in hardware.

5.2. Analysis of statistical pattern classifiers in limited training data set
conditions

This section presents a comparative analysis of the limited training data set's
influence on the performances of statistical pattern classifiers: parametric (two
versions of a linear classifier and a quadratic classifier) and nonparametric (two
versions of 2-NN classifiers and a multilayer perceptron). The performances of the £-
NN classifiers are considered when using the Mahalanobis distance and for three
values of the %k nearest neighbors: 3, 5, and 9. As for the MLP, in all of the
experiments we fixed the following parameters: lcoef = 0.01, initial weights [w,| =
10.5], using one or two hidden layers with 10 nodes, and 1000 training iterations. The
performances of the proposed classifiers are analyzed in accordance with the
corresponding Bayes error estimates obtained using a very reliable estimation
procedure based on the £-NN approach and the Mahalanobis distance |7, 8| combining
the resubstitution and leave-one-out classification error estimation procedure.

Svnthesized data: In this paper, standard I-1 two-class Gaussian distributed
data with Bayes error of 10 %, proposed in [10], were used as synthesized data. To
analyze the sensitivity of the proposed classifiers to the increasing number of features
in limited training data set conditions, the number of features was chosen to range
from 1 to 10 for the same number of N=100 vectors for both classes. Even when n
changes, the Bayes error stays the same. In Table 5.2.1, the classification errors
obtained by the proposed classifiers with mean (£) and standard deviation (o) are
presented. The final Bayes error estimates, m this case, were obtained by averaging
the obtained £-NN classification errors for the values of £ ranging from 5 to 95. These
values were chosen on the basis of the theoretical considerations in [2. 7].

Based on the global results (values £), presented in Table 5.2.1, we can
conclude that the smallest classification errors are obtained using the 3-NN "voting”
classifier and MLP (2 hidden layers) (3-NN "voting” is a slightly better than MLP (2)).
Also, £-NN classifiers show the smallest sensitivity to the increasing number of the
features (values o). Unlike the rest of the considered classifiers, only the MLP clearly
shows a decrease in classification error as the number of features increases.

Real data: The real experiments are based on object photographs from five
classes, digitized with a frame grabber PC board and Imaging Technology 151
processing system and camera. Forty-seven photos were picked up for every object
type. T'he objects were rotated by arbitrary angles, shifted within the image plane and
scaled by camera shift. The resulting gray level images were thresholded to produce
binary representation. A boundary follower algorithm is used to identify the boundary
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contour whose elements were used for one-dimensional (1-1)) and two-dimensional (2-
D) AR model parameter estimation, as described in [9]. Experimental results obtained
by the application of the proposed classifiers in classifving 2-1) contours modeled by
the mentioned 1-D and 2-D AR models are presented in Tables 5.2.2 and 5.2.3,

respectively.

Table 5.2.1: Classification errors (in percents) obtained by applying the proposed

(Classifier

classifiers: Synthesized Gaussian I-1 data.

Feature Number

LLC (piece.)

3

22.12

v.60

32.34 39.74 34.89

21.70 34.47 30.21

+

20.00 28.09

31.49

27.87

40.00

33.76

45.53
20.00

40.07
17.52

26.38 25.03 22.34
29.79 28.09 24.90

80 08.72 40.43 40 37.45 41.70 49.72
(6.6 61.28 09.74 60.85 42.98 43.40 06.81
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Table 5.2.3: Classification errors obtained by the proposed classifiers: 2-D AR model.

Classifier 4 6 8 10 12 14 16 B s

4.000

4.404

7.300
11.41]

kNN

vOL.

39.10
40).96

3
o
Y
3
5
1

Regarding real data experiments, based on the results presented in Tables
5.2.2 and 5.2.3, we can conclude that the smallest classification errors are obtained by
the 3-NN "volumetric" classifier with the best results using AR models of the first
order which correspond to the results presented in [9]. On the other hand, the
‘piecewise” linear classifier shows the lowest sensitivity to the increasing number of
features. In this multi-class case, the MLP shows very bad results suggesting that
1000 training iterations are not enough for the classification of more complicated data
than in the Gaussian I-1 data case.

6. CONCLUSION

In this paper, the developing possibilities of the interactive software system
named PC-PARIS for data analysis and recognition are described. PC-PARIS
Incorporates a variety of pattern recognition and clustering algorithms (both standard
and original algorithms) and is completely open for the inclusion of new algorithms
and methods. The subsystems of PC-PARIS are briefly described with special
emphasis on the Bayes error estimation subsystem. As application examples of PC-
PARIS, we presented a classifier design for two-dimensional contour classification and
a comparative experimental analysis of limited training data set influence on the
performances of statistical parametric ("piecewise" and "pairwise" linear and
quadratic) classifiers and nonparametric ("voting" and "volumetric" A-NN and
multilayer perceptron) classifiers. Based on the presented material, we can conclude
that PC-PARIS presents a powerful software tool for the research and development of
pattern recognition systems.
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