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Abstract: Interactive software systems for patter n analysis a nd recogn it ion
represent powerful scientific, researching, and developm snt tools for d >signing
patter n recognition systems. In this paper, we discuss one such softwar iystcrn

named P C-PARIS (P at te rn Analysis and Recognition Interactive ystom for PC
com patible com pu ters). The var iety of pat tern recognition and clu stering algortth ms,
implemented in P C-PARIS, are briefly described. As a pplication examples, w ' fi rstly
presen t a procedure for the optimal pattern classifier design for the clas ification of
image data using this program. Also, we present an analysis of the sensitivity of
sta t ist ica l pattern classifiers , implemented in P C-PARIS, to the increasing number of
features in limited training data set conditions, for ynthesized and real da ta
classification cases.
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1. INTRODUCTION

PC-PARIS - AN INTERACTIVE SOFTWARE SYSTEM FOR
STATISTICAL PATTERN RECOGNITION-

This paper presents an overview of P C-PARIS, a com pu ter program for
designing pattern recognition systems. P C-PARIS stands for PC-based Pattern
Analysis & Recognition Interactive System. The aim is to incorporate within a single
program the principal algorithms in the field of sta t ist ica l pattern recognition , t hus
enabling the user to perform all steps of data analysis under a consistent user
in terface. Its ultimate purpose is to serve as a development tool for real pat tern
recognition systems. T hanks to the availability of the sou rce code, it is cu rrent ly also
being used as a powerful tool for in tensive research in the field,

•
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The need for interactive pattern analysis environmen ts has been recognized
for a long t ime [10 I, 1111. It arises from the exper ience that no single method
accomplishes the task of achieving low error rate classification regardless of the
underlying distribution and the specific data sam ple; rather, the data have to be
su bjected to extensive experimen tal analysis. If the information, thus gathered, is
consisten t , conclusions about the data st ru ctu re may be drawn, and a specific method
for classification chosen . The aforementioned experimental studies thus represent a
key step in the successfu l system design. This step is greatly facilitated by the u se of
interactive programs, which hopefully contain a rich library of relevant algorithms.
PC-PARIS is designed to serve this purpose.

This paper is divided into 6 sections. Section 2 describes u ser interaction with
the program , and also presents some technical details . In Section 3 we briefly describe
the principal data analysis options, except for er ror estimation, which, due to it s
importance, is presented in Section 4. Typical applications are the subject of Section 5
while the conclusion is given in Section 6.

2. CONTROLLING PC-PARIS

As its name suggests, P C-PARIS was conceived as an interactive software
tool, controlled by the user by sequences of keystrokes from the terminal keyboard,
and displaying the results of the data analysis on the screen. P C-PARIS is writ ten
entire ly in MS FORTRAN PowerStation (ver sion 1.0 ), a 32-bit compiler for Windows
3.1 (3.11), that creates MS-DOS applications on ly. In t his way, the well-known MS­
DOS 640K limitations are overcome and, P C-PARIS, which is a considerable memory
consuming software system, can use the en tire available operating memory of the
given PC sta t ion. For exam ple, for the P C-486 DX (4 MB RAM, 33 MHz) workstation,
the version of P C-PARIS runs effectively with the maximal number of lOOOD train ing
and test data sam ples, divided into maximally 60 classes with a maximal number of 60
featu res.

. P C-PARIS is a menu-driven program. The desired operation is selected from
a choice of possible operations, displayed on the screen, by activating a single key (the
appropria te key is displayed along with the title of the corresponding operation l.

Whenever additional informa tion is needed, it is explicit ly requested from the user in
the form of a qu estion . In most cases, the default answers to the questions are offered
in square brackets. T hese default answers a re selected by simply pressing the Retu rn
key, which fur ther simplifies the operation . ,

P C-PARIS operates in sessions. A session is defined as a sequence of activit ies
between the sta r t and termination of the program . The data to be analyzed are
supplied to the system in the form of a set of files. Once read in , the da ta and tilt'
necessary complimenta ry informa t ion are kept in specia l system files , which a re
automat ica lly invoked upon the star t of the session. Thus, the data have to be defined
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only once; they then remain in effect in all su bsequent sessions, until explicit ly
cha nged,

Two different data sets are used in P C-PAlUS, called cur rent and tra ining
data sets. The current data set corresponds to what is usually called the test data set.
For unsupervised learning, like clu stering, only one data set is su fficien t; other
methods use both. The convention adopted here is that each class of training da ta has
tu be placed in a sepa rate input file ; for the cu rrent data set, whose classifica tion is
unknown, the placement of patterns in input file ts) is irrelevant. Besides the pat terns
(vector s) themselves, additional information is also kept in system sta tus files. It
includes the number of features, the total number of vectors , the type of distance, the
type of data, etc.

P C-PARIS recognizes two types of da ta : continuous and discrete (actua lly
binary). Some algorithms do no t apply for discrete data (e .g., quadra tic classifier); as
for the others, in some cases specia l algorithms have been developed to handle high­
dimensional discrete data (o.g. h-means clu stering).

Each menu consists of a number of options. Some of them , when activated..
initiate data processing; others serve to navigate th rough the menus. A typica l menu
is shown in Fig. 1.

•

main m enu

level 0

data
definition

a

data fea ture
display ext raction

b c d

•clu ster pat tern ex it

analysis recognition
e f g retu rn

Press a ..g.
-----------------------------------,
1 --=-- 1

Figure 1: Main menu of PC-PARIS
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3. SUBSYSTEMS OF PC-PARIS

The principal subsystems of P C-PARIS are:

• data definition menu

• data display menu

• feature extraction menu

• cluster analysis menu

• pattern recognition menu.

Data defmition serves to read data files into PC-PARIS. It also enables the
selection of distance (including the Mahalanobis distance), printing of data, and
var ious file opera tions. Especially noteworthy is the capability to create artificial data
sets with given parameters. We found the option for creat ing two multidimensional
normal distributions, with given Bayes error, most useful in our r esearch.

•

IRIS data, feature 4 vs. feature 1
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Figure 2: Two-dimensional display of IRIS data

The da ta display menu displays data a long two selected axes. These axes may
be selected in the or iginal space , or they may be any-of the projections as com puted by
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Fisher's lin 'ar discruninan t or the I arhuncn-Loovo oxpuns inn . Typica l da ta di splay IS

I . L" )
S iuw n in rig. :... .

'I'h e m enus for cluste r ing include t rad it iona l h ic rn rch icul nu-t hods , li l«- s illg l,·
and complete linkage , Ward 's me t.h ud , median and ce ntrnid methods , -tc . as we ll as
partitional m ethods til-mea ns cluste r ing, ISOlJ T , a lld Forgy m uthod r. It shou ld lu'
noted at this point tha t new algori thms have h 'e ll d e ve-loped and implemen ted Ii II' till'
parti tional clustering of discrete da ta , which e na hle t he dust ' r ing of hinar t da ta Il l'
practically unlimited dimensions 131. Also , t he choice of 15 distanc 'S (s im ila rity
measures ) is available fur this type of da ta.

We u sc the feature ext ract ion menu wh i n W (' want to rrdu co th«
dimensionality of the origina I data set. This menu includes Fisher's linour
discriminant and five versions of t he Karhun m-Locve ixpa ns ion as doscrilx«! in l-i I, a s
well a s the proprietary piecewise-linear dimension reduction algori thm , bused on an
approximation to the su fficie n t statistics. All t hese ca pa h ilit ies function in t ill' sa ul!'
way . First, the dimension I' iducing t ra nsfor m ation is com puted and s tored in di s k
fil e ts ); secon d, if desired , t he cu i- r m t da ta set is t ra nsfor med using tho file ts ) till'
lower dimensional space. This new data set au tomatically h sco rn ss the curre- nt da ta
set, which m eans that it is immediat ely available for furth ' I' proce ' s ing.

The pattern rccognit.ion menu is used to reach one of th« following five­

su bm e nu s :

• multi-layer perce ptron (MLPJ sim u lator

• Bayes orror es t im ation

• lineal' classifi ' I'

• quadratic classifier

• Il -NN classifier.

In this sect ion, all m enus except t he Bayes e r rol' est ima t ion menu will 1)('
briefly described. The Bay es e r rol' est im ation m enu , which we co ns ide r to he t.li«

principal m enu of PC-PAHIS , is the su bject of t he next section .

The MLP s im u la to r is the com plete implementa tion of back-propuga t.iun
ne twork learning. The ne twork ca n be t r a ined to recognize pat terns , and the learned
weights arc sa ved in disk file , possibly for la ter usc in real-life implemcn ta t.ion O il

another machine ,

Lineal' and quadra tic classifiers on on' ha nd, 'a n d h - class ifiers on the
other, are based on t he classica l Bayesian classifie r theory in the p.u-amot.ric and
nonparametric cases , respectively . As in all m enus , specia l ca re has hcen given to tho
case of u sc ; complete dassifil:ation result s ca n be obta ined wi t h as few as t h ro«
keystrokes , once the data sets have been defined . The classification resu Its a n '

displayed in the form of a table , such a s the one shown in Fig. 3.
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CLASSIFICATION RESULTS

Algorithm: quadratic classifier
Number of vectors: 150.

Class No. of List ofvectors:
vectors:

1 50 1 2 3 4 5 6 7 8 9 10
11 12 13 14 15 16 17 18 19 20
21 22 23 24 25 26 27 28 29 30
31 32 33 34 35 36 37 38 39 40
41 42 43 44 45 46 47 48 49 50

2 49 51 52 53 54 55 56 57 58 59 60
61 62 6:3 64 65 66 67 68 69 70
72 73 74 75 76 77 78 79 80 81
82 83 85 86 87 88 89 90 91 92
93 94 95 96 97 98 99 100 134

3 51 71 84 101 102 103 104 105 106 107 108
109 110 111 112 113 114 115 116 117 118
119 120 121 122 123 124 125 126 127 128
129 130 131 132 133 135 136 137 138 139
140 141 142 143 144 145 146 147 148 149
150

Figure 3: Classification results in PC-PARIS..

4. BAYES ERROR ESTIMATION

In many cases, the ultimate performance measure of a pattern r ecognition
system is the probability of errol' when Bayes decision theory is em ployed, i.e . Bayes
er ror. However, this performance indicator is notoriously difficult to compute and/or
estimate; therefore, other performance measures have been used to assess the
sepa rability power of a set of features . Bayes erro l' is an inherent characteristic of the
data set, and does not depend on the classifier that will even tu a lly be em ployed for,

classification. It would therefore be highly desirable to be able to est ima te it , eit her for
feature select ion, feature ext ract ion, or other purposes . We consider that the key
feature of P C-PARIS is its menu for Bayes errol' est imation, which gives the u ser a
relatively faithfu l picture of the maximum at tainable performance a t all stages of
system design. An ear ly version of the Bayes er ror est im at ion facility was reported in
Il l·



M. Milosavljevic, M. Markovic I PC-PARIS - An Interactive Softwa re Sys tem lOa

In short, the functioning of the Bayes error estimation menu can be described
as follows. In essence, it represents a multi-dimensional, multi-class, non-parametric
h-NN error estimation procedure, based on the work of Fukunaga and Hummels 17,
8 1. and improved in 121. The output of this method is given in the form of a list of

values of functions e;, (h) and e~ (It ) , where e· is the estimated Bayes error, h is the

number of neighbors used for estimation, and Land R designate leave-one-out and
resubstitution error, respectively. It is shown in 161 that these two curves bound the
t rue Bayes error from above and below, in the case of an unlimited design set. The
main contributions of 17, 81 are specia l procedures for computing these functions, and
the finding that no single, theoretically determined value of h gives a reliable estimate.

Therefore, in the small sample case , c;, (h) and e~ (h) have to be plotted against h ,

and the resultant estimate has to be assessed visually from the plot. Typical plots for
Gaussian (a) and non-Gaussian (bim oda l) data (b) are shown in Fig. 4. As usual in P C­
PARIS, these results are obtained with minimum effor t. Once in the Bayes error
est ima t ion menu, the user is required to:

•
•
•

select "com pu te nearest neighbors" option

su pply the range for It

select one or more of the four available est ima t ion options

•

• activate the plotting program.

The first of the four est ima t ion options mentioned uses the theoretica l value
for the decision threshold, which gives an unreliable estima te of Bayes er rur. In
cont rast, the other three use special optimization procedures, developed in 17. XI. for
the computation of the decision threshold. Effectively, that decision threshold value,
which minimizes er ror estimate, is used as the threshold. In practice , these three
options give sim ilar results . In a typical case, this procedure involves only 12

keystrokes, most of which are the Return key. To the best of our knowledge , such a
soft wa re system for Bayes error est ima tion, not to mention PC-PARIS' other
facilities , is not widely available to the pattern recognition community .

5. EXAMPLES

5.1. An example of pattern classifier design using PC-PARIS

In this section, we present a real-life exam ple where PC-PAlHS was used to
ana lyze real data representing two-dimensional contou rs. The data set consists of five
classes of 48 seve n dimensional vectors, each vector in a class corresponding to the
image of a single object, taken a t a different angle . The objects are named '1', K, H, T N
and AV, and the features represent normalized moments of the digitized image ,
compu ted following 151. The goa l is to analyze this data set, and hopefully to design a

low er ror- rate classifier.
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•

Bay.. " error e"timation : option 3
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First, we enter the main menu , and t hen the data defini t ion m mu , in onl ' 1' to
read data files into P C-PALUSo Since we will eve ntua lly do both unsu pervised and
su pervised learning, we will define both data sets (cu rru nt a nd tra ining) to be th«
sa me , original data set . After th is , the data remains in P '-P AHIS for a ll su bseque nt

•processing,

Before sta r t ing any data analysis , we may want to see selected t WIJ­
dimensional displays of the raw da ta . One of them, obtained by sim ply picking the first
and the fourth feature , in the data display menu , is pres mted in Fig. 5. ot much
insight into the data s t ructu re is gained this way , so we proceed to the Bay 's e r ro r
est im a t ion menu , to compu te t he est imate of the er ror. As a lready men tioned, the
output is given in the form of a plot, see Fig. G. One may be tempted to conclude fro m
this plot that the Bayes error for this data set is around 9%, and that the p erformance of
any classifier may be dose to this figure at best . The shape of th > cu rve also suggests that
the deviation from normality is sign ificant, We will, however, defer these conclusions until
additional testing is performed.

In the next step, we design linear, pairwise-linear, quadra tic and 1.-­
classifie rs, using all of the data set, and test them on the same data . The I' isu lts
obtained are displayed in Table 5. 1. 1. Note that the Mahalanobis distance was used
for h-NN classification. The obtained results a re effectively resubstitu t ion er ro rs,
which are known to be optimistically biased.

•

Table 5.1.1: Classifie r performance

Classifier Er ror •

"piecewise" linear 2417()

"pairwise" linear 19%

Quadratic 15%

I-NN 12%

2-NN 24%

3-NN 25%

Next, we try to perform dimension reduction . From the main menu , one
enters the feature ext raction menu , and then Fisher's linear discriminant , piecewise­
linear discriminant, or Karhunen-Loeve expansion. We choose, in sequence, all three:
for each case, we compute the linear discriminant , t ra nsform the sa mples to four­
dimensional space, and finally est im a te Bayes error in t his space of reduced
dimension. The estimation results are presented in Table 5.1.2.

,
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IMAGES data. feature 4 v s. feature 1
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.2: Performance of projection a lgorithms

Algorithm Bayes en ol' in t ransfo rmed space
sher linear discriminant 14%

piecewise-linear 17%
r hunen-Loeve expansion 13%

rom this table, we conclude that linear transfor mation to fo u r-dimensional
adequate • t his case. Instead, might elimina te some of them we try to

ents, and evalua te the discr iminat ing power of the remaining ones. This is
m plished by select ing the "select features" option in the data definition

rich a llows us to explicit ly pick u p a subset of the or iginal se t of
ents. Using this capability, and est imat ing the Bayes er ror fo r the
six measurements, we obtained the results presented in Table 5.1.3 . They

iat removing feature 5 would not significan t ly reduce the per fo rmance of a
esigned classifier .

.

.3: Six-dimensional performance

Omitted fea ture Estimated Bayes er ror in six dimensions

1 20%
2 14%

3 11%
4 13%

5 10%

6 11%

7 12%

y now, we have already collected more evidence for ou r initial assu mption
data They that the deviation from normality •st ructu re. suggest IS

, and that a nonparametric classifier wou ld have to be used in order to get
he theoretica l lim it . Finally , we use P C-PARIS to train the multi-layer
1 lMLP) to classify th is data set. These results are sum mar ized in Table

.4: Classification results using MLP

o. of nodes in hidden layer Classificatio n error

8 12%

10 11%

12 12%

• •

F

Ka

Fi

• •space IS m
measu rcm
easily acco
menu , wl
measurem

Table 5.1

remammg
indicate t l
carefu lly d

Table 5.1

Table 5.1

B
about the
significan t

dose to t
perceptror
5.1.4.
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As already sa id, ou r investigations indicate that nonparametric classifiers

offe r su per ior performance in this case. A 1easona ble ch oice for t he classifier would

therefore be the multi-layer pcrceptron , because it is much faster in com pa r ison wi t h

the Il - classifier, especia lly if implemented in hardware .

5.2. Analysis of statistical pattern classifiers in limited training data set
conditions

This sect ion presents a com parat ive analysis of the limited training data set's

influence on the performances of s ta t ist ica l pattern classifiers : poro.m ctric (t wo
ve rs ions of a linear classifier and a quadratic classifier ) and nonpnram etric (t wo

ve rs ions of h-NN classifiers and a multilayer pcrceptr'on l. The performances of the h­
classifiers are considered when u sing the Mahalanobis distance and for three

va lu es of t he h nearest neighbors : 3 , 5 , and 9 . As for the MLP, in all of the
exper iments we fixed the following parameters : lcoe] = 0.01 , initial weights IlUol =
10.5 1, u sing one or two hidden layers with 10 nodes . and 1000 training iterations. The

perfo r mances of t he proposed classifiers are analyzed in accordance with t he

cor respond ing Bayes er ror est ima tes obtained using a very reliable estim ation
proc edu re ba ed on the Il - a pproach a nd t he Mahalanobis dis tance 17. Xl com bin ing
the resu bstitu tion a n d leav s-e ne-ou t cla ssification e r ror est im a t ion procedure .

. vnth' iz 'd d It 'l : In th is paper, s ta nda r d I-I t wo-class Gaussian dis tribu ted

da ta with Bay ' s er ror of 10 o/c, proposed in 1101 , were used a s sy n t hesized data. To
a na lyze the sensit ivity of the proposed classifiers to th e increasing number of features
in limited t rain ing da ta set condition s, the number of features was chose n to range
fro m 1 to 10 for the same number of = 100 vectors for both classes . Even when 1/

cha nges. the Bayes er ror s tays t he sa m '. In 'I'ab le 5 .2 .1, t he classification e r r ors
obtnined by t he proposed classifiers wi th mean tEl and s ta nda r d deviation t o') are
presented . The final Bayes e r ror est im a tes, Hl t his case , were obtained by averaging
t he obta ined Il- N N classification ir rors for th ' valu es of h ranging' frnm 5 to 95. These
va lu ' S were chos i n on t he basis of t he theore t ica l cons iderutions in 12. 7 1.

Based on t he g loba l resul ts (va lues E ), presen ted in 'I'a hle 5 .2 .1, we ca n
conclude that t he sma llest classification e r ro rs nr ' obtained using t ilt' :.l- "vot ing"
cluss ifi ' I' a nd MLP t2 hidden layers ) t3-NN "vot ing" is a s ligh t ly bet ter t ha n MLP (2)).

lso , Il- N class ifiers show the sma llest se ns it ivity to the increasing number of the
feat u res (va lues a). nlike t he rest of t he co ns ide red cla ssifiers , on lv t he MLP cleur lv. -
shows II decrease in class ificat ion e r rol' a s the numher of fea tures increases .

I ' II II I: The real exper ime n ts li re bused on object pho tographs from five
classes, d igi t ized with a frame gr ubber P C hoard a nd Ima b'ing 'I'och nology 151

procl'ss ing syste m a nd ca me ra. Forty -seven pho tos we re picked u p 1«1[' overv objoct

y pt' . TI H' ohje .t s we re ro ta ted by a rb it rnry angles , sh ifted with in t. lu- imagt' p la ne a nd
scnk-d by ca me ra s h ift, T he resul ting gray level inuigos we re th resho ldod to product'
hinury repres m tutiun . A bounda ry follower algori thm is used to idcnt.ily t ill' houndury
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con tou r whose ele m nits were u sed for one-diuu-nsiunul t l -l J l nnd t.wu-d uuo usm nnl t z­
O J Al{ m odel paramet ' I' cstimatinn , Il l' d 'ser illl'd ill 191 . Expcruuent»! rl'slll t s u ht.n in r«]

by the app licatio n of the proposed .lass ifi e rs ill .lnssi fy i ru; ~- I> cuntou rs Ill tl(h ·h·d hy

the m en tioned 1-0 a nd 2-D AH models an' pn'sl'llted ill Tuhk-s 5 .~ .:L und fi .~ .;l ,

respectively.

Table 5.2.1 : lassifi ca t ion e r rors Iin percen ts ) ohtuinod hy upplyii u; t IH' I'rll posl·d
cia ' ifi irs: • vnthesizod Gaussiun 1- 1data .

•

Foa t ur« _'um lu-r

C las i lier 1 :l :3 -, 5 6 7 8 ~J 10 I~· a

R E. 11 .86 ~J.13 G.81 1:l.76 IO.::I:l 7.30 11 .0!) 8 .mJ I :l.88 7.:n ~ J .7 (i :l.:i·!

LC (p iece.l 14 ~ .5 - 1:3 .5 11.5 7 1z .s 7.5 1:3 .5 7 10.:30 :U l lI

LC (pa ir .) 14 ~ .5 7 1:3.5 11.5 7 Iz .s 7.5 1:3 .5 7 I (l.::10 :V lI

ti' 14 ~ .5 - 14 11 7.5 I 1 8 1:l.5 6 .5 Io 10 :l.8:iI

3 7.5 8 .5 4 .5 10 .5 6 .5 7 8 .5 6 .5 I 1 6 .5 770 UI8

k:\' :\' 5 11 8 6 Iz .s 7.5 6 .5 8 .5 6.5 1::1 - l'Ui5 :l.5SI

vot., ~I 1z.s 10 6 .5 13 .5 1 I 7.5 !I \J 15 8 10 zn :l 7fi

3 10.5 ~ . 5 6 1z .s 8 6 .5 !I 7.5 n 5 - \) .) .... '{I _ .:J.

kNN 5 1:l 8 .5 6 13 .5 11 8 \' .5 U.5 14 8 .5 10.05 :l.5·'

vnl . ~ 14 ~ . 5 7 13 .5 1:l 8 .5 I 1 1:l 1 I U 10 75 .) 'i !~.. .
MLP 1 14 ~ . 5 7.5 1z .s ~J 6 .5 U.5 5 .5 8 5.5 8 .75 :l.BI

h. I. :l 13 .5 ~ . 5 7.5 1:l 8 .5 5.5 8 .5 ::I 7 .5 :3.5 7 . ~ H } :i :35

Table 5.2.2: Classificatio n e r rors obtained by the propos id class ifi ' 1'5: ) -I) AH mod .1.

Feature Nu mher

Clas sifier 1 :l ::I ,1 5 fi F: rt

n. E. 1:3 .74 ~ .60 aa.oo zz.iz 15.a4 s.zs W .68 \I.(j40

LC (piece.) :36. 17 :3:l.34 :35.74 a 4.8!J :34 . 8~ zs .sa 33.:l6 .1.( 11 :3

LC (pa ir. l 30.21 21 .70 a 4A7 ao.z: zs .sa 1:l.a4 :l5.74 7.\HlI

tiC :l6.38 :l0.00 3 7.02 28.0\) :laAO 17.8 7 :l5 Ali 6.8:l7

• a 1:l.77 1z .77 :l8.5 1 a 1.4 \) :m.57 4:l. l a n .87 l :l.n li

kN:\' 5 14.04 16 .60 36 .60 40 .00 46 .38 48 .!)4 a:t 7(j 1-1 .!IIi?

vnt , !J 21 .70 26.81 42 .!J8 45 .5a 5 U Jl 5 1. 4~J 40.0 7 1:l.8:l:3

a 1J.4~ 8 .51 zs.as :l0.00 17.8 7 17.8 7 17.5:l 7.:l68

kNN 5 12.34 11.~1 a :3.6:l zs.as :l4 .:l6 :l5 .5a :l:l .:34 8 .558

vol. ~ ia .i ~ 15 .a:l :34 .4 7 :l ~ . 7!1 :l8.5 1 :l8 . 0~ 1 :l4 .\10 8 .574

MLP 1 80 58.72 40.43 40 a7 A5 41 .70 4~ . n 16 .6!15

h.1. :l /6.6 61.28 55.74 60.85 4 :l .~8 4:3,4 0 56.81 1:l.65 1
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Table 5.2.:-1: Classifica tion errors obtained by the proposed classifiers: 2-D AI{ model.

Fealure Nu mber

Class ifier 4 6 8 10 12 14 16 18 E s

B. Eo 2.85 7.!:J0 12.66 14.a5 ia.ss !:J.47 7.6a 6.02 !:J.ao 4.UOO

LC (piece.) 30.64 37.87 28.!:J4 ai .s t 28.5 1 24 .68 25.53 25.11 2!:J .15 4.404

LC tpni r.) 27.66 a6.17 23.8a 21.70 17.02 17.87 17.02 13.62 21.86 7.aOO

QC aV.57 aO.64 20.85 1a.62 14.8!:J 11.V1 7.66 7.66 18.35 11.41

3 2.13 22.13 22.13 22.13 22.V8 1V.57 14.47 18.02 17.V4 6.VV7

kNN 5 2.55 24.68 23.83 25.!:J6 24.68 20.43 17.45 1!:J .57 1!:J .S!:J 7.60!:J

vot , !:J 5.11 28.51 24.68 27.23 25.53 22.55 14.47 17.02 20.64 7. !:J4a

3 1.28 12.77 16.60 1!:J.57 17.87 14.47 l1.!:J1 10.64 13.14 5.682

kNN 5 1.70 14.04 21.70 22.!J8 1!:J .57 17.45 14.47 11.4!:J 15.42 6.808

vol. 9 3.83 17.45 26.38 25. 11 21.70 17.87 14.47 1 1 .4 ~J 17.2!:J 7.42!:J

MLP 1 70.64 40.85 34.47 37.87 34.47 34.47 30.21 :W.79 39.10 13.25

h.1. 2 71.4!:J 45.96 40.4 3 37.02 33.W 35.32 sa. is :n .06 40.!:J6 1:3.22

Regarding real da ta exper iments, based on the results presented in Tables
5.2.2 and 5.2.3, we ca n conclude that the sma llest classification er rors are obtained by
the 3-NN "volu metr ic" classifier with the best results using AI{ models of the first
order which correspond to the result s presented in 191. On the other hand, the
"piecewise" linear classifier shows the lowest sensit ivity to the increasing number of
features. In this multi-class case, the MLP shows very bad results suggest ing that
1000 training iterations are not enough for the cla sifi cat ion of more complicated da ta
tha n in the Gaussian 1-1 data case .

6. CONCLUSION
•

In this paper , the developing possibilities of the interactive softwa re system
named PC-PAHIS for data analysis and recognition are described. P C-PARIS
inco rporates a variety of pattern recognition and clustering a lgor ithms (both sta nda rd
and or iginal a lgorithms) a nd is completely open for the inclusio n of new algorithms
a nd methods. The subsystems uf PC-PARIS are br iefly described with specia l
emphasis on the Hayes error est ima t ion su bsystem. As application exam ples uf P C­
PARIS, we presented a classifier design for two-dimensiona l contour classification and
a comparat ive exper imen ta l analysis uf limited t raining data set influence on the
per fo r mances of sta tist ica l parametric C'piecewise" a nd "pairwise" linear a nd
quadratic) classifiers and nonparametric ("voting" a nd "volu met r ic" Il-NN and
mu lti layer percept ron) classifiers . Based on the presented material, we ca n conclude
that P -P ARIS presents a powerful software tool for the resea rch and developmen t of
pa ttern recognit ion systems.
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