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Abstract: In this paper we analyse algebra (operat ions and transformations) and
geometry of the class of continuous piecewise linear functions tk -f unctions), in
particular, their universal representativity and the algorithms reducing them from one
representation to another. For the general piecewise linear programming problem, the
dual is formed and the corresponding duality theorem is presented, the method of exact
penalty function is grounded, and the saddle point theorems for the disjunctive
Lagrangian are proved. It is noted that the logical part of algorithmic tools to solve k­
problems can be implemented as a universal computer code allowing the formation and
solution of the concluding family of standard linear programs, one of which gives the
solution to the original k-problem.

Piecewise linear programming study [1 - 6J in a natural way leads us to some
new settings of optimization problems, namely, to the problems of disjunctioc
programming. We begin with the fact that an arbitrary continuous ' piecewise linear

function (k-functionl defined on R" , allows some standard representation form
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w hor« A an' uia t rices x ... 1{ 1/ , b Ere"' and Ia denotes the maximal coord ina te
.I ' J ' mux

uf the vector a. Thus the inequali ty [ix ) < 0 determines the se t I'll = UM, '
I I I

J\-1 , = : x I A ,.\" ~ b , : .

All urhitra rv fi n iu - sys tem of !.' -fi. lIlction in equalities ca n he reduced (constructive ly) to
,I s ing le inequali ty wit h a fu nctio n of t he same type u .n. ' l'he re forc , we can write a n
.nhit.ra rv piecewise linear program ming problem in t he following sta nda rd form

max : I c. x ) ( fX I ~ I) 1,

wI en' nX ) i~ as ( 1.1).

( 1.2 1

. In contrast with the traditiona l point of view of a feasible se t a s the
inlerscct 'Oil of a fini te number of some sets (ha lfspaces, sim ple convex sets a nd other s ),
th« feasihlo set in (1.2 ) is the union of some se ts (polyhedra l sets ), namely ,

M -: x j'(x ) ~ lJ :=UM " when' lVI , =l xI A./x <- b, J.
I , I

In t he gene ra l framework, let l M ./ : ;" c RI/ and [ i:x ) be a n arbitrary

functio n defi ned on R" : Lot us write two problems

11/

I' max : (( x) X '= nM ,
I ( 1.:3)I ,, I

11/

IJ max: ( l.n l x ~ U lvl ./ 1 ( 1.4 ),.
•

./ I

It is na tura l if the first one is named the conjunctive form and the second une
b n.uned till' th ....iun ctu»: limn of the optimizatio n problem . The fo rm (1.3 ) is very
couu n un in rua t. hema tical program m ing. The form (1.4) is ra ther natural for the
piecewise (linear a nd nonlinear ) programming problem (1.2l.

In ( 1.:3)-( 1.4 ), let us se t M , = l xl F , (x ) s 0 ] . F i : RI/ -t RII/ , , j=

Lah'1'angia n co rrespo nd ing to P ta kes the well-known form

11/

' II ( X. II J = j"(x) - L ( II ./" F , (x )) .
./ I

The Lagra ngia n for l ' may be defined as

(/> ( X, II) = [i x) - min (II " F , (x ) ) ,
I ./ I .

we I'l'fer to it as the disju.nctioe one.

1,.,.,In. The

(1.5)
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2. (J-EXTENSIONS OF FUNCTIONAL SPACES

,

•
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Although piecewise functions and the corresponding mat hematical too ls are of
•

importance , works on t hese topics are rare . We men tion papers 11 - GI, especia lly the
firs t . which conta ins a rather solid investiga tion of the algebra and geometry of h­
fu notions .

Many questions arising in the study of h-pro blems may be connected with this function .
Some of them are investiga ted in t h is paper.

But , to obtain symmetrv, it would be more conven ient to associate with [J another• •

Lagra ngian (/) (X ,II) = [i x) - max (u j, F j (x» .
I , " "./

III

~ (/) (X, ll) = [t .x ) - LJllj ,I'~i (x ) ,

.i -1

I' ~ (/) (.r, II ) = nx ) - m in ( II,", F ,"(x )) .
I 1 . "./

L (x , II )= lt- , x ) - m in lu " A ./ x - b
j

) . (1 .G)
• I ./ ,

The following scheme illu strat es the cor respondence be tween the problems
I ' , [J a nd t heir Lagrangians

Thus, we see that the piecewise lineal' programm ing problem th-problem) in
the sta nda rd form l l. ~ ) leads us to the disjunctive Lagrangian

The algebra of h-functions and h-problems allows some extensions of problem
set t ings , a t lea st to the so-ca lled a-extension of functional spaces . We shall work with
t he specia l a lgorithm ic extension of or igina l functional space Fo , namely , with the

extension to minimal functional space 1" closed with respect to the discrete max imum
operat ion , i .e. [ I j (x) : c I<' implies max I" j ( x) E F.

I .I '

For example, if Fo is a cla ss of a ll lineal' functions then 1" is a class of all Il-

funct ions , if Fo is a class of all quadratic functions then I<' is a class of piecewise

quadratic fu nctions a nd so on . It makes it possible to s tu dy h-progl'a mming problems
a nd disju nctive optim ization problems connected with them ou tside the framework of
on ly linear set t ings.

Le t Fo be some fun ctional space whose elements a re functions defined on real

space X. If : f j (x) :j ' .J C 1<'0 , then the function of the discrete max imum

[ sxi :« maxl", (x) may either belong to Fo or not . The way we genera te [ tx) is sa id to
j , .J .

be the a-operation,
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Let us consider the minimal extension of space Fo to some space F with the

property of a-closure :

1/}X ) } !- J c F = max ( j (x ) E F . (2.1)
) ) ", J

Of course , in this situa t ion the property of linear closure holds too:

I ( ' . 1 . JI . t E , j E i
.I

where a , c R, i E 1.

•

lc F :;:> L a, max r' c F ,
. / )'.= J ),!- ,

(2.2)

•

We shall ca ll the minimal cr-closed extension of some space simply its a­

extension, Obviously, the meaning of such extension implies

t cr l

F = UFh ,
h=(l

•

where Fh . ! =: L ai maxI"'
t - / J' .1, )

•

I"' l') E f k » a , E R, i E 1, J. E J i' 11< +00, J i < +00 } .

As a mat ter of fact, it is possible to reduce any function from F to some
standard fo rm. The too ls for such reducing a re the following identities which are valid
for an a rbitrary set of functions:

max/~ + maxg, = max (I) + gi);
) , .1 ,. / \J .i, !- J / •

(2.3)

L a, max I"
,/ ) , ./ , )

•

= max L a;/~ - max L
Sj" J, ic t I Sj ~J, i,., /•

(2 .4)

where 1, = { i a, > 0 }, L ={ i Ia, < 0 l:
•

max ( j = [ max ( j - {,,, ], + (III =
.I 1. .. . /11 ) 1.....111 !

= [ (,,, -
)

max ( j ]' + . max
1.....111 - 1 ) =1....111

(2.5)

•
( i =- [ • I; - I;, ]. • f; =nun nun + nUll, I ..../1 , 1" .. , 11 ! , I ,..., II I

(2 .6)
=- [ ]'I;, - • r + 1;,;mm

1-1 ....," ! )

[ m ax f j - max g, ], = max {(j,gi }- max g.: (2. 7)
) ' .1 h / (),; lh l / id

max r - maxg
J ) . / 1

J' "

= min max l!' . - g . ) = max min (( . - u. ). / J ) , . . ) 0,
" J « ).1 , '" /

(2.8)
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•

These identities are of abstract logical sense and can be proved directly.

In a line with F , let us consider the space

H I

H = UH·I ,

i=O

where H o = Fo- H k t l = { "i.aJ/ a, E R , f i E H k> 11 < +<xl } .
i <'. 1

Note that the positive cut-off function "{", being a particular case of a­

operation , after repeated a pplications gi ves the same functional class F .

Theorem 2.1.
1) Any function from F can be represen ted in the forms :

max f · .; max IT .J 01'
j <'. J , ,, 1

(2.9)

•. .. ,
mm suex } '.
. 1 . J J', <'. J<'.;

(2.10)

•

max min r/,
. J . 1 'J " , <'. j

(2.11)

where {lj , g i ,lj }c Fo; (2.9) means Fk =F) for k > 1, consequently F =F) .

2 ) Class F coincides with H.

3) R epresentations (2.9) - (2.11) are equivalent.

•

Proof: 1) Relation (2.9) means the coincidence of Fk with F) for k > 1. Clearly, it is
su fficien t to prove F2 = F) . Due to (2.4) we may consider on ly one transformation,

namely, the transformation of the function f (x ) = max f i with {fi }I c. F, to the form
i <'.1

(2.9) .
•

•

Let I = {I,..., n} and use induction on n. For n = 1 it is evident that

f(x) = f) (x) sa t isfies the required property (2.9). Let n > 1. As Ii E Fj , these functions

can be represented as .

• •

Ii =~axf) - max g ],
JEJ; ke I ,

-

•

where { fj ,gi }c Fo Therefore

]++ [" .- [ max f,. - f,
. I n
1=1 ,...11 -1

(2.5)
f (x )
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•

By induction we have max l i := { E PI . Since I' = [ { - { II ] I- + { II and {1,Ii, }c r, ,
i )•..." I

du e to (2.4) we have : I' - Ii, E 1") , and due to (2.7): [I' - I;, ]+E F) . This fact and

inclusion I;, E F I give us f E F I . Consequently, F'l. = F) and therefore F = F) .

T he fact that functions from F can be represented in the form (2.10) or (2. 11)

follows from identity (2.8).

2) At first we sha ll prove inclusion H c F) , i.e. H " c F) , 'iffl . If f E HI ' t hen du e to

(2.4): f E F) . Hence .H I c Fl ' Let H" c Fl ' We have to prove H" +I c Fl ' An arbitrary

function from I-I " I ) takes the form

1' = LaiC, {Ii }cH" cFI ·
i ... 1

T his implies that I' can be written as a linear combination of discrete maximum
functions with ge nerators from Fo. This fac t and the relation (2.4) give I' the required
representation (2.9).

Inversely , let f E F , i.e . I' takes the form (2.9). Let us show that the function of

discrete maximum with genera tors from Fo belongs to H . i.e . belongs to one from H" .
Thereby , we sha ll prove the inclusion f E H .

Let us ta ke

f = max I) , {I) Ie Fo, j = 1,...m:
) +--.}

•

If /1/ = 1 , then I' = f l C H o . Le t /1/ > 1. Apply the relation (2.5) :

( =[ . max I ) - L; ]I + L; .
) = 1•...•/11 -1

-
According to inductive assumption we have I' = , max { j E H" .

. ) = 1•...• /11 - 1

( = [ 1- /i" ], + Ii" E H" , I ' which completes the proof of 2).

Therefore ,

:~) We a lready mentioned tha t the function (2.9) can be rewritten as (2.10) with

r; = f j - gj (see (2.8». It remains to prove the inverse. Let { have the form (2.10), i.e .

I' =min max I~ . If I =:1,.. ., II land n. =1 , then I' = max (; E 1") . For n > 1 the proof
H lj , J, j l- J 1

ca n be ca r r ied out as a bove by induction on II . Due to (2 .6) :

r = [ .
I

•nun
I ....I 11

,

max r - max r '
I ' J ) . jj h, j +-- J n
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• •

l ;l;J ;

•

for

Vx E M j , Vj E J .

- .
{ = . min max Ij E F I ,

1= 1•. ..• /1 - 1 J" J ;

1. 1. Ererui n / About Some Problems or Disjuncti ve P rogram ru ing

2) lex ) = l jlx ) ,

According to the inductive assumption

Piecewise linear functions are evident ly the a -fu nctions in the case when 1"u is
the space of all linear (affine) functions. One can define the class of piecewise linear
functions (below h-functions i in one of two ways: either as above or proceeding from
some axioms describing such functions. Now let us fix our attention on the second way.

3. PIECEWISE LINEAR FUNCTIONS

The equ ivalence of the forms (2.11 ) and (2.9) can be proved in the same way.
The proof of Theorem 2.1 is completed.

We shall call any function f from F a a-function , or a a-pieceuiise {unction . If
Fo is the space of all linear (affine) functions, then 1" is the space of all piecewise linear
functions.

-
i.e. { can be represented in the form (2.9). Consequently, using transfo rmations (2.3),

(2.4) and (2.7) we can write { as (2.9),

•

Here MJ is the algebraic interior of the polyhedral set M j , i.e. Y E M J <=> y -+- ts E M j

for all S EX and sufficiently small t > 0 . The term polyhedral set, as well as above,
denotes the set defined-by a finite system of proper linear inequalities

In this definition some of M j or M J may be empty.

Let Lo be the space of all affme functions , anJ L be the space of k-functions
defined by external manner according to properties 1) and 2). Clearly, functional class
L coincides with F from the previous section, which is constructed from Fo = Lo , i.e . L

is the minimal algebraic extension of the affine functional space, closed with respect tl I

Let { M j }J be a finite family of polyhedral sets and { lj(x) }J be a family of

proper linear functions. We shall say that the system {M j ' lj (x) } determines a

piecewise linear {unction l ix ), defined on X, if:
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the operation of discrete maximum [7J . Therefore, representation (2.9), as well as both
(2 .10) and (2. 11), are universal forms of piecewise linear functions (k-funct ions) .

To sim plify and unify the expressions of k-functions, systems of inequalities
with k-fu nctions, problems of piecewise linear functions and so on, we shall assume

now X =R" . T hen

Lo = { l(x l = la ,x l - a I a eR" , a e R },

L ={ maxl ' (x ) - max h i (x)
. J J . IJ E IE

1 1< +00 }.

Let

Iz = max Z ',
.max (i l I

z I . = min z, ,
min (i J

. where z is an element of some finite dimensional vector space. If Ax - b =

[ l llxl, ..., l", (x) r is a vector of linear functions, then (according to our notations):
•

IAx - b l = max l i (x } .
max li )

Representations of piecewise linear functions in the forms 12.9) - 12.11) take unifying
forms:

IAx - b I -I Ex - d I
max max '

•

min Ax _ b'
. I max'
I

max i Ji. ·x - b) . .
(jl J m in

•

(3.1)

(3.2)

(3.3)

Here are some more obvious properties of the function of discrete maximum:
•

Iz =- z .
max min'

for a > 0 : 1a z = al z I ; for a < 0 : I a z = alz . .
max max max min

•

4. SYSTEMS OF PIECEWISE LINEAR INEQUALITIES AND THEIR
GEOMETRIC INTERPRETATION

A fini te system of piecewise linear function (k-fu nct ion) inequalities can be
written as

•mm
(jJ I < 0, t = 1,..., T .

mux 14. 1)
•



From the same point of view let us look at the inequality (4.3). Let

•

M i = {x l j(x)::;; Si (x ), j =1,... , In } .

•
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(4.3)

(4.2)

•
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,

,

min I A .x -b } I ::;; 0 .
}'= I nr} m ax,...,

T .
L: min A t x - b{ I ::;; 0 ,

t =1 (jl ) max

, .

IAx - b -I Ex - d < °m ax max

I l () () \ lIl ,k LI j x .s, x '1 ,1 C 0

We assume this form to be standard. Another standard form is

This system can be represented as a single inequality

or (according to Theorem 2.1 ) in the form

(see (3. 1). So an arbitrary finite system of piqcewise linear inequalities can be written
in any of the standar d forms (4. 1) . (4.3).

Consider the representation form (4.2). Assume that M j = { x I A j X s b} }.

m
an arbitrary polyhedral set (from R n ) , i.e. M = UM j and {M j } are polyhedrons,

j =1

(Lo is an affine functional space). Set

m
Then the solut ion set of the inequality (4.2) is M = UM i: On the other hand, if M is

j = 1

.

i.e. M j are defined by finite systems of linear inequalities: M j = { x IA j X s bj
}, then

M is a solution set of inequality (4.2),

s
Then it is easy to show that UM i coincides with the solution set of inequality (4.3).

i= I .

Thereby, for inequality (4.3) some polyhedrons M, are pointed. Being united they give
us the solution set of inequality (4.3). On the other hand, if polyhedral. set M is given by
some or other manner, e.g. by a family of linear inequality systems each of which gives
a convex polyhedral component of the set M , then to lead us to the representation of
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the set M in the form of a single inequality of type (4 .3) the chain of transformations

(2.3) - (2.8) must be applied.

Finally, let us consider a system of piecewise linear inequalities in the form
(4. 1), which formally is more com plica ted than (4. 2) or (4 .3) . Let

•

M I
.- { A l <bJ lJ ' - X JX - t ' M , := UMj ,

(jl

The set M , is a solu t ion se t of the l-th inequality of system (4.1), so that M is a solu t ion
set of the whole system.

Facts contained in 2 - 4 esta blish the ways of constructive cor respondence
between polyhedral sets a nd their analytic representations. Although the accompanying

. a lgebra of the transfo rmations may be rather complicated, t he logic of su ch
t ransformations is very simple a nd in real applications may be carried out by com pu ter.

5. PROBLEMS OF PIECEWISE LINEAR PROGRAMMING

5. 1. Preliminary remarks

An a rbitra ry problem of piecewise linear programming, i.e , t he problem of
seeking the ext remum of some h-func tio n under constraints in the form of a finite
system of inequali t ies with h-fu nctions on the left-hand side, can be wri t ten in the
universa l simple form

-
P : max : (e, x)

•

m in I
j 1..... /11

A ·x - b'J < 0
ITI UX - ,

(5. 1)

lndeed , t he method of reducing a system of h-inequalities to a single h- inequality has
a lready been discussed . Let { (x ) be an arbitrary h- fu nction to be optim ized (e.g.

maximized ) under a single Il-inequality of the form g( x) < 0 (maybe, with x > 0 ).

Rewri ti ng the proble m max { {(x ) g(x) ::; 0 l in the form

max {t g(x) ::; 0, {(x) > t l

a nd t ra nsform ing the system of two h-inequalities to a single h-inequality, we get the
pro blem of maximizing of some linear fun ctions under a single constrain t in the form of
the I... ineq ua lity . In (5. 1) constra int x ~ 0 is separated to obtain symmet ry in some of
t he a nalytic constructions considered below. .

Tho subject under ou r consideration will be the problem (5.1). Let us writ e the
part ionol pro hlcm
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.

L . max \' (c r ) A J·x s bJ , x _> 0 \, .i : c ", . '

T he rela tion between problems (5.1) and L j is vel}' simple:

::15

(5.2)

opt (5.l) = max opt L j , (5.3 )
(j :Mj ", Ul

•

where M j = { x :> 0 A j X < bJ } .

In spite of the solvability of or iginal problem (5.1) , we admit that in (5.2) fo r

some j the sets M j = { x ~ 0 A j X :-;; b j } may be empty. Therefore, an arbitral}' h­

problem after reducing to the form (5 .1) desintegrates in to a fini te number of linear
•

programs. Solving them, we find a solution to the or iginal problem . Since the
corresponding t ransfo rmat ions are constructive , the arbitral}' problem of piecewise
linear programm ing can be solved using both such constructivity a nd some methods of
linear programming (e.g., the sim plex-method).

5.2. Solvability conditions for the k -problem

Many valid properties and theorems can be formulated for h-problems in the
terms of linear programming. Some of them are simple consequences from known
linear programming facts, others need their own proofs. The following theorem does
not need a proof:

Theorem 5.1. If

su p { (C, X)
•min

(j l
A ·x - b! I < 0

J In ~IX '

then su p in this problem is attained.
•

Let us write the problem which is dual to L;:

(5 .4)

•

• •

Assume that M j = { Il J > 0

Theorem 5.2. The problem (5.1) is solvable ifand only if

11/

M - UM ' ;f;O- J
j = l

&
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•

Proof: Since the conditions M j ~ 0 and M j ~ 0 are necessary and sufficient for

solvability of the problem Lj , max opt L j is finite and coincides with opt P. Inversely,
J :M

J
7- 0

if problem P is solvable, then all problems Lj , with M j ~ 0 are solvable too, and

•
according to the well-known dual relations in linear programming we have M j ~ 0 .

Remark. Another variant of Theorem 5.2 can be formulated just as:

(P is so lvable) (::) (M ~ 0 & M j ~ 0 ~ L j is solvable) .

5.3. Duality

Let us take the or igina l It-problem in the form (5.1), adding to it the following

assumption (not so essent ial): the dimensions of all the vectors A j X - b! are equal, i.e .

the number of inequalities in all systems A ]X ~ bJ are the same. This condition allows
.

us to denote the dual variable for Lj (i.e. the variable u ! in the problem (5.4» by the
common syrnbol rz. According to th is notation problem (5.4) can be rewritten as:

min{ (bJ, Il) 1 AJll z c, Il ~O }, ) =l,... ,m.

Let us formulate the problem
•

•

(5.5)

(5.6)

We sha ll consider it the dual of problem P. The dual problem for problem P" does not
have sym metr ic architecture with respect to the setting of the original problem. But if
P is rewritten in equ ivalent form

max min{ (c. x)1 Ajx ~bj . x z O l.
J< 11 .....ml

then (5.6) and (5.7) take a symmetr ic form .

The following is valid for problem (5.6):

Theorem 5.:'1. Problem (5.6) is soluable if and only if

3) E { l ..... m }: Mj ~ 0 & M j ~ 0 .

(5.7)

(5.8)



Theorems 5.2 and 5.3 as well as dual relations in linear programming lead us to:

Theorem 5.4. If problem (5. 1) is solvable, then (5.6) is solvable, too, and their optimal
values are the same.

,

•
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(6. 1)

•

•

•

•

•

is improper of the 2nd kind, i.e. sup (e, x ) = +00. Therefore
H.M

11l

•& M jo = (} .

1. 1. Eremin I About Some Problems of'Disjunctive Programming

P :sup inf (e, x),
(j l X E M 1

• •

P : sup inf'<bJ ,Il ) ;
(jl - »,

•

~ J:max{f(x) IX EUMj },
(jl

Consider the problem

6. THE SADDLE POINT PROBLEM FOR DISJUNCTIVE
LAGRANGIAN

Proof: Indeed, if J := { j iMj ':/:. 0, M j ':/:. 0 }, then for any j ~ J :
• •

inf { (bJ , ll ) I x E M j } = -00 , therefore in (5.6) the maximum can be taken only for

j E J . This fact implies the solvability of problem r: The necessity of conditions (5.8)
• •is obvious: if r : is solvable, then there exists j' such that the problem L j IS solvable

too, that is equ ivalent to (5.8).

Note that unlike linear programming the property of the simultaneous
solvability or unsolvability of problems P and r is lost. Let us allow the improper
optimal values and write these problems in the forms

•

The conditions of the simultaneous solvability of P and p . are described by Theorems
5.2 and 5.3, but it is possible to have the situation: P is unsolvable , r is solvable. This
reflects the fact that if e: is solvable then

Then the problem L jo

opt P = +00 , i.e. P is unsolvable. The simultaneous unsolvability of the problems P and

r : is realized by the pair of improper linear programming problems Land L · of the 3rd
kind. .

i.e. the problem (1.4) from the Section 1, and associate with it the function

,



I. I. Eremi n I Abo ut Some P roblems or Di j u nct ive P rogramming

I/ } ( X , /I ) = (( X ) - min ( /I I' , F
I
,(X » ,

l} ) . .
l6.2)

•

which w ill he ca lled a d isj un ciioe Lagrangian for P .

We s ha ll ca ll t he problem l6.1) quite regular, if all the problems

max: I'lx ) It; (x) s 0, x ;::: ° l «i.n,

are so lva ble. uch property is equ iva lent to the solva bility of problem lG .1) and t he

nonem pti ness of a ll the se ts M j : M j :;C 0, ) = 1,...m .

Le t 1/}/ lX ,u / ) = ! 'l x l - lll j ,Fj (x » he the Lagrangian for lG.1 !j ; here X E H, " ,

/I I E Hili) . The well-known fad (e.g. see 171J holds :

Lemma 6.1. 11' [ 7 .111 2 0 is a saddle point {or the Lagrangian (/1( X . ll ) =

[i x : - I /1. F ( x » oft he problem

then (II, F (x )) = 0 and xE Argo (6.3) .

Lemma 6.2. Ld all the [uucuons 1/}j tx , lI j )

J = 1..... /1/ , 11' x is the value 01' X j which gives us

1/1 (x.lI) _ ll x ) ,
' T II

tuhcrc 1/ 1 (x,lI) ((x ) - mi n l ll l ,Fj Lr » .
l} I .

have saddle points

max th j) , then
l}l

•

(6 .4)

Proof: ccord ing to Lemma 6 .1: (lIj, V / (Xj» = 0, ) = I ,.. . tn and I'tx ) - ( lIj. Fj tx » ~

(I X }I ( ~ j'( x)). vx ~ O . Hence

IIIax [ (( x ) - (III . FI Lr )l I:. rLr ) .
l j ,

Hut s inc« ti ll' left s ide of th is inequali ty is equ a l to

(( x I III in (III • F I (x)) ( = I/ ) Lr, II» .
\ } J '

t ill' d 's ired inequality is va lid ,
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Lemma 6.3. 1f [ r. Ii ] ~ 0 is a saddle point fo r (I) (x, /I ), then

3tl

min (Ii ," F,'(x»= 0
I J ) , ,

and x E Arg (6.1) .

,

Proof: According to the saddle point definition

(/JlJ(X,u) S; (/), J(x ,Ii ) < (/), (X , ll),
'ltx...: O \1 U",: O

or

Rewr ite inequality (6.6) as

lG.5)

(6.6)

(6.7)

At first we prove t ha t x EM = UMj , i .e . 3j o : F j o(xl S; O. Indeed, if f1~i (x l 1,O, V j ,
ljl

t hen choosing a su itable II > 0 one ca n obtain an arbitrary large right-hand side of

(6,7). Bu t it conflicts with lG.7). The fact proved gives us: a:= m in (u j ,Fj (x )) < O. More
.' l) )

precisely, a =O. Indeed, if a < 0 , then relation (6.7) with Il =0 implies t he

con tradictory 0 > -I a I~ 0 . Therefore, relation ~j~ ( Il j , Fj (x)) is proved.

Next it is necessary to prove the optimality of the vector x for the problem

(6.1), i.e . [i.x ) < j'( x ), Vx E M . Let us turn to the relation (6. 5). We write it now as

,

,

f(x ) - f Ix ) ~ - m in (u j , F j (x » .
l) )

,

If x E M, i.e , x E M i« for some i o , t hen min (II j, F j (x l ) S; 0 ,
l) )

j'tx ) - [ i x) > 0 , Vx E UMi . The proof is completed.
lj)

(6.8)

Due to lG.8) we have

•

Lemma 6.4. Let the problem (6.1) be quite regular, i.e. the problem

111

L J . max ] (<: , X ) I X E U M j l.
j = 1

,
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•

where M j = { x I A j X < bJ, X > 0 }, is solvable and M j '" 0, Vi : Then the function

L (x , II ) = ( c , x ) - min ( It j ' A j X - b j ) has a saddle point [x ,u ], and its comp onen ts x
\j )

and ii = [ ul ,... ,lim ] sat isfy:

x = arg max(c,Xj) , Xj s Arg max (c. x) ,
I J l Xl=. M J

•

Uj E Arg min. (bJ , II) , j = 1,... , m .
11 <' M

•

Proof: If we show that a:= min (Uj, A j X - b! ) = 0 , then due to Lemma 6.2 the left
\j )

inequality in the definition of the saddle point for L ,, (X ,Il ) will be valid. Since the
.

vector x ~ 0 sat isfies at least one of the systems A j X ::; bJ , we have a ::; O. But a ~ 0 ,

. because

•

min {IIJ' , A J'x - b/ ) =
(jl

= min [ - (bJ , lij ) + (c,x ) + {A ]' lij - c,x )
\j )

1~ min [ (C, x)- (c,x,) 1> 0 .
I Jl '

THere we use the relations: A j lij - c > 0; (bJ , lij) = «;,Xj ) according to dual relations in

lineal' programming; (c, x l > (c,x
J

) , Vj.

It remains to prove the right inequality in the saddle point definition for L, ,(X, ll ) , i.e.

L, G,Ii) s L ,(x ,lI l .
ti ll ·0

. ' inl:e I{ = 0 , the inequality above takes the form

•

(6.9)

But vi«: A i« x - b! _ 0, and for all u ::; 0 :

valid. The proof is completed.

Lemmas 6.3 and 6.4 imply

min (Il J' , A J·x - bJ l s 0 , consequently (6.9) is
IJ l

•

Theorem 6.1. Let all the system..s A j X ::; bJ , X ~ 0, j = 1,..., In be consistent. Then

problem (G. 1 l is solvable ifand only ifit« disjunctiuc Lagrangian

L (X, II) = (c ,xl - m inlll" A j x - bJ)
(J I .

has a sadd le point [ x ,tt ]~ 0 , and
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1) i( L\ ! is solvable and x = arg m~ (e, xj ) , then
lj)

[ X, t: ] is

a saddle point;

2 ) ;( [ x ,t: ]is a saddle point (or L " (x , ll ) , then { x, ilj } satisfy all the relations (rom u

The existence of a saddle point [ x,iI ] ;:: 0 for the function C/J (X ,Il ) written in

the form (6.5) . (6.6) is equivalent to equalities

max min cP(x, ll ) = min max c/J(x , u ) = cP(x, iI ) .
x ,u u ·u u ~ ( l x ~()

W.10)

In the game interpretation of mathemat ical programming duality it is natural
to formulate statements similar to Theorem 6.1 in the form of relation (6.10).

Theorem 6.2. Let the problem (6.1) be solvable and M j ~ 0, V}. Then (or X E Arg

(6.1) there exist sucli /l j ;:: 0, ) = 1,... , m that the vector [ r.ii ] satisfies the relation

(6.10 ) with
•

an», U ) = L , ,(x , It ) =(c, U ) - min (ilj , A j X - bJ l ,
\ J)

7. METHOD OF EXACT PENALTY FUNCTIONS FOR PIECEWISE
LINEAR PROGRAMMING PROBLEMS

Let us consider the general problem of piecewise linear programming in a
canonical sett ing (5.1), i.e,

•

P : max { (c.x) I .min
J = I •..../11

A ·X - bJ I < 0 X ;:: 0 J.
J mIL'"

(7.1)

We are interested in its equ ivalent reduction to some problem of the same type but
without the main constraint in (7.1). Associate with L" the following k-problem

sup] (c, x) - m~(Rj,(Ajx - bj) t) ], (7.2 )
x ..:o (j )

•

where R j is a nonnegative vector parameter of dimension •
m j , i .e . ~nj is the number

.

of inequalities in the system A j X - bJ < 0 .

As befo re, we shall use the following notations: L j denotes the problem
•

•

M j = { x > 0 A jX s b! } . •



(7.5 )

•
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= opt (7.1)

s opt (7.1) + min (ltj , (A jx - bJ ) " ) - (/Jo(x ) <
ljl

-

(/JH (x ) ::; (c, x ) + min (Uj , A j X - bJ ) - (/Jo(x ) <
I))

Hence SUP (/JH(x) ~ opt (7.1). Therefore , equality (7.3) is proved. From it, in particular,
.r ' 0

follows the inclusion Arg (7 .1) c Arg (7.2) , which makes it possible to write max

instead of su p in problem (7.2),

ow prove the inverse inclusion. Let x E A.rg (7 .2) . According to (7.5) we have:

•

(e, x) - m~n (ltj , A jx - bJ ) < (e,x ) , V x ;:: O.
I JI .

opt (7.1) = opt (7.2), (7.3)

Arg (7.ll = Arg (7. 2). (7.4)

opt (7.2) = SUP (/JH(x) > opt (7 .1) .
x -0

inversely , due tu Lemmas 6.4 and 6.3:

Proof: We denote the goal function in (7.2) by (/JH (x ) and the part su bt racted from

lc ,x J by (/Jo (x J. At first let us prove equality (7.3) . Since x E Arg (7. 1), we have

(/JH l x J= lc , x ) =opt t 'i. L) , consequent ly

Taking this inequality into account we can evalua te (/JH (x ) for x > 0 as follows :

•same, i.e.

'. -
Theorem 7.1. Let problem (7.1) be solvable, M j ~ 0, vi. Uj E Arg L j . 11 R j > Roui :

RI) 1 , th en the optima l values and optimal sets of problems (7.1) and (7.2) are the

42

•
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Hence
"

min tR i ,t A J"x - bJ )+ ) = 0 ,
I J I .

" "

and we have 3 j o : (R jo,(A jox -b JO)", ) =O , which with R jo > 0 implies A jox :::;bJo .

111

Consequently, x E M) c M = UM ) . The feasibility of the vector x for problem (7.1)
o .

J= I

and equa lity (c. x) = opt Ci. L) imply x E Arg (7.1) . Therefore Arg (7.2) c Arg (7.1) . The

proof of equality t7.4) is complete too.

Const ruct ion of the proof can be repeated in more general cases of problem
t6.2) and its equivalent reduction to the problem

su p ] ( Cx ) -min tRj .FJ Cx ))] . t7.6)
x ...:() lj l

•

Namely, the following Theorem is valid:

Theorem 7.2. Let all the problems max {{tx ) F}x) ::;; 0, x > 0 } have the saddle

p oints [ x ) ,u ) ]. Then /'01' R ) > Rou j, Ro > 1 problems (6.2) and t7.6) are equivalent,

i.e. their op tim al values and optimal sets are the same.

Indeed, according to Lemma 6.3 we can write the inequality

,

/h) :::; !"Cx)+ min CUi ' F)(x) , .
l))

'dx > 0,

and then perform all steps according to t7.5).
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