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Abstract: This paper presents a new method for soft decision decoding of binary linear
block codes. An efficient algorithm for the numerical computation of soft outputs given
by an AWGN channel is developed and investigated based on a special nonlinear
regression model. The minimization of the sum of squared errors in the considered
regression model leads to an unconstrained nonlinear optimization problem with
continuously differentiable objective function, which i1s numerically solved by the
BFGS-method. Numerical results using BCH codes are summarized.
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1. INTRODUCTION

The theory of information founded by Claude Shannon in 1948 describes the
possibilities and limits of coding theory. Since this description 1s not constructive in
general, one has to develop efficient codes and decoding algorithms which make use of
the whole information of the underlying communication system.

In order to correct errors caused by the transmission of £ information bits

ue!+1* through an AWGN (Additive Gaussian White Noise) channel each code word
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u is enlarged by n -k security bits (redundancy) ¢; € {+1}. i =k+1.....n. An algebraic

field structure of the set | +1} given by the commutative operators ® and ® with

-1 & -1 = 1
1 ® 1 = 1
1 & -1 = -1

-1 ® -1 = -1
1 ® -1 = 1
1 ® 1 = 1

is used for the computation of the security bits. Each security bit ¢, is defined by a
fixed set J, < {1.....k}:

¢ci= P u;, i=k+l...n (1)
J! J:

The set

C=lceltli™ ¢ =u.i=1.. .kue{tl}* ¢= @u. .i=k+1.....n|

of all possible code words depending on &, n, and J,4,,....J, 1s called a (n, k)
(systematic) binary linear block code. The optimal design of binary linear block codes is
a main topic in information theory and in coding theory (see, e.g. [1], [5], and [7]).

Using a digital communication system with AWGN channel, the properties of

this communication system are mainly determined by the signal to noise ratio —2

Ny
which represents the proportion between signal transmission energy for one
information bit and channel noise energy. The information at the receiver after the

transmission of a code word e trough an AWGN channel with signal to noise ratio —2

Ny
Nyn
2Bk

can be interpreted as a realization ye R" of a ¥ (e, I,) Gaussian distributed

Nyn
2K,k
transmitted code word of a (n, £) binary linear block code and where I, denotes the n-
dimensional 1dentity matrix. A decoding algorithm has to estimate the first &
components of ¢ based on the known code, the known signal to noise ratio, and based

random vector with mean value ¢ and covariance matrix I,, where ¢ is the
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on the received information y. This type of decoding is called soft decision decoding in
contrast to hard decision decoding where sign (y;) is used instead of y; for all: = 1,....n.

For a large class of applications (see [4]) it is necessary to compute for each
estimated information bit a security measure which quantifies the reliability of the
decision made by the decoding algorithm. Therefore, in this paper we investigate a new
decoding algorithm which computes a vector u € R* based on an AWGN channel with
known code, known signal to noise ratio, and based on the received information y. An
estimation for the ith information bit is given by sign (%;) . The absolute value of «,

indicates the reliability of this decision. If #; =0 then both possible values of the ith

information bit have the same probability. Hance, the decision i1s purely random
without reliability in this case. The vector u can be interpreted as a numerical
approximation of a special security measure which i1s called soft output. The
approximation of soft outputs is based on nonlinear regression models which are
investigated in the next section. The minimization of the sum of squared errors in these
regression models leads to unconstrained nonlinear optimization problems with
continuously differentiable objective functions, which are numerically solved by the

BFGS-method. Finally, numerical results using BCH codes are presented.

2. AN APPROXIMATION OF SOFT OUTPUTS

In th1 section, we consider a digital communication system with AWGN

channel, known signal to noise ratio TV_b_’ known received information y, and fixed
0

binary linear block code represented by

C={ce{+l}".¢;=w.i=1.. .kue{tl}’.c;= @ u;.i=k+Ll...n}
j%{J,‘

A stochastic analysis given in [4] and [8] shows the existence of an optimal
security measure for decoding the first £ components of a transmitted code word e.

This security measure is represented by a vector w R”* with components defined by

( ( | e
fi
(y-Vv) (y-v)
exp| —
v% : Non
vi=+1 Ek
w; =In :: 2 < R G k (252)

T
ALY = W)Y S Y)
> exp Non

ve( el e
v=-1 | Bl iy

\
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An estmimation of the /th information bit is given by sign(w;). The absolute
value of w, indicates the reliability of this decision. The vector w is called soft output.
Unfortunately, the number of operations for the computation of one component of w 1s
siven by min (2%, 2" %) . Therefore, it is necessary to find numerical approximations

for the soft outputs for a large class of codes.

A profound analysis of the underlying communication system shows that the
components of w can be expressed by a nonlinear regression model

f' W \
Wy,
/ X T e
. LXp(wJ) 1
l i rjk+lexp(_wj-)+l
n
4Ehk exp(w,—)—l .
r y — 1" - +e.. (2.!3)
Nyn L jid,,, OXPw ;) + 1 )
| (1+ [] expw ;) -1}
» ; J,, exp{wj- )+1
i exp(w ;)—1
j J__ exp( w j ) + ].

where the vector e of errors is zero if the noise energy of the AWGN channel 1s zero
(1.e., the covariance matrix of the Gaussian distribution i1s the zero matrix).

The minimization of the sum of the squared components of e leads to the
tollowing unconstrained optimization problem

min { e('w)T e(w) }:

w: R"
2
{ {1 exp(w;)—1" )
; + - , ——
2
e ', n 7 oexplw;)+1
i {5y - 228 5 |+ % | el SRNEITEC | SE k) |
b | L= w, N Y . n p— iy Yi [
weR™ o 071 i=k+1 1 eXplw;;) - Nyn
L e, expw;)+1 ) /
| objective function f

I'he existence of a global minimizer of the objective function f is guaranteed by
the fact that / is bounded below by a paraboloid:
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2
_ i 4k
[(W)2 Z{wi = & Yi ] (2.4)
i=1 Non

Since the computation of the Hessian matrix at any chosen point is very
expensive, the BFGS-method is used for the numerical minimization of / in the next
section.

3. NUMERICAL RESULTS

The approximation of soft outputs using nonlinear regression models leads to
unconstrained optimization problems which we solved numerically using the BFGS-
method with analytically computed first derivatives. This method is a reliable
optunization procedure which is widely used in nonlinear programming (see [2] and
16]).

BFGS-method

Step 0: (Initialization)
Choose wy, a positive definite matrix H, and y;, » with:

0<y1<0.5, 1 <yg<l.

Compute Vf(wy).
If H Vi (wg) Hz <10 * then STOP: else: j:=0, go to step 1.

Step 1: (Computation of a search direction)
Compute

20 to step 2.

Step 2: (Computation of a step size)

Compute o ; with:

e T T
\-‘f(wj —crjsj)fsj- SyQV'f(WJ-) S,

f(Wj—'O'ij)f—:f(Wj)'?’10'jvf(Wj)TSj,

o; =1, if possible.
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Compute

Wj_*.l'—"Wj-—Jij.

If | V(W 1) ”z <10 * then STOP:; else: go to step 3.

Step 3: (Computation of H ; ;)

With
. vf(Wﬁ,')—'"\?—"f(WJ:,,,I) SiH S,
J-_: 1 , -
| o8 s s
compute
0 1) It T
djpj+dede T pjd HJ+HJde
H;,=H;+ T . 2 P;P; - T
Ji=J+1,
go to step 1.

In Table 1 we provide numerical results for BCH(n, k) codes (Bose Chaudhuri
Hocquenghem), which are powerful binary linear block codes, with several signal to
noise ratios. The probability of bit errors is computed as follows: For each code as many
code words are decoded as are necessary to obtain at least 150 bit errors. Altogether,
1300 optimization problems have been solved using the BFGS-method. The results are
comparable to results obtained by hard decision decoding of the same codes with about
1 dB more signal to noise ratio (see [3]). Therefore, a 20 percent reduction of the
transmitting energy 1s achieved applying our new method instead of hard decision
decoding at equal transmission quality.

Table 1: Probability of bit errors for several codes and several signal to noise ratios
with the new method

E, o dB BCH(31, 21) BCH(63, 30) BCH(127, 99)
Ny
0 1.07e-1 1.84e-1 9.44e-2
0.5 9.45e-2 1.51e-1 9.80e-2
1 8.23e-2 1.35e-1 8.19e-2
1.5 6.67e-2 1.17e-1 6.52e-2
2 4.9]e-2 1.10e-1 0.92e-2
2.5 3.70e-2 8.27e-2 5.00e-2
3 2.96e-2 7.65e-2 4.26e-2
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