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Abstract: This paper presents a new method for soft decision decoding of binary linear
block codes. An efficient algorithm for the numerical com putation of soft ou tputs given
by an AWGN channel is developed and investigated based on a special nonlinear .
regression model. The minimization of the sum of squared errors in the considered
regression model leads to an unconstrained nonlinear optimization problem with
continuously differentiable objective function , which is numerically solved by the
BFGS-method. Numerical results using BCH codes are summar ized.
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•

1. INTRODUCTION
•

The theorv of information founded by Claude Shannon in 1948 describes the-
possibilities and limits of coding theory. Since this description is not constructive in
general, one has to develop efficient codes and decoding algorithms which make use of
the whole information of the underlying communication system.

In order to correct errors caused by the transmission of h information bits
•

U E l+ l}h through an AWGN (Addit ive Gaussian White Noise) channel each code word
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u is e nla rged by II - I,' secu rity bits (redu nda ncy) (;, E : + l }. ; = /l + 1.. ... n . An algebraic

fie-ld s t ru ctu re of the set: 1: gi ve n by the commutative operators EtJ and (8) with
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is used for the computation uf the security bits . Each secu r ity bit (;i is defined by a

fixed set J , e n.... .Il l :

The set

t.: ­, - II } , ; = /,' L. .... II ( 1. 1)

" k · I(' = :c :- 1: . l',= II, . ;= I.. .. .Il .U E : 1: . t.:i= EB llr ' = ll + 1.. ... n :
l' .J ,

•

of all possible code words dep ending un h. n , and J k + " ... .J" is called a (n . h )
(syst nnutic) binary linear block code . 'l'h ' optimal design of binary linear block codes is
II main topic in information th so ry and in coding theory (see. e.g. Ill. 151. and 17 [).

sing II digital commu nica t ion system with AWG channel. the properties of

t his cunuu u nicat ion system are mainly determined by the sibmal to noise ratio Eb

No

which re pro '(' nt.; the proportion betwe in signal transmission e nergy for une
info rmut iun hit and cha nn ,I noise en rgy, The information at the receiver after the

t ru nsnriss ion of II code word c trough an AWGN channel with signa l to noise ratio Eb

No

CII Il lit· in terpreted us 1I realizution y n" of a .K(c , N Ull I,, ) Gau ssian distributed
2Ebh

random ve ·tOI' with mean value c and cuvariance matrix NOll I where c is the
2E"h " .

t rn nsmit tcd code word of a (II. h ) binary linear block code and where I" denotes the II­

dim msional identity matrix . A decoding algorithm has to est imate the first h
'olll !Jonents of c bus 'd on the known code, the known signa l to noise ratio , and based
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on the received information y. This type of decoding is called soft decision decoding in
contrast to hard decision decoding where sign (Yi ) is used instead ofy; for all i = 1,...,n .

For a large class of applications (see [41J it is necessary to compute for each
est imated information bit a security measure which quantifies the reliability of the
decision made by the decoding algorithm. Therefore, in this paper we investigate a new

decoding algorithm which computes a vector ii E R k based on an AWGN channel with
known code , known signal to noise ratio , and based on the received information y . An

est im at ion for the ith information bit is given by sign (u;) . The absolute value of u ;

indicates the reliability of this decision. If 'iii =0 then both possible values of the ith

information bit have the same probability. Hance, the decision is purely random
without reliability in this case. The vector ii can be interpreted as a numerical
approximation of a special security measure which is called soft output. The
approximation of soft outputs is based on nonlinear regression models which are
investigated in the next section. The minimization of the sum of squared errors in these
regression models leads to unconstrained nonlinear optimization problems with
continuously differentiable objective functions , which are numerically solved by the
BFGS-method. Finally, numerical results using BCH codes are presented.

•

2. AN APPROXIMATION OF SOFT OUTPUTS

In thi 5ection, we consider a digital communication system with AWGN

channel, known signal to noise ratio Eb , known received information y , and fixed
No

binary linear block code represented by .

c = {c E 1+ 1}" : c; = u.. i =L. ... h. u E l+ l}k. c, = EB Il j. i =h +L. ...n }
j EJ j

A stochastic analysis given -in 14] and [81 shows the existence of an optimal
secu r ity measure for decoding the first k components of a transmitted code word c.

This secu r ity measure is represented by a vector W E R k with components defined by

•

ui. = In
I

. i =L. .. ,h
•

•

(2.2)
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n est im at ion of the ith information bit is given by Si!,'11(WiJ. The absolute
va lue of 10, indicates t he reliability of this decision . The vector w is called soft output.

nfortunatcly , the number of operations for the computation of one component of w is

b';ve n by min ( 2 k
. 2 1/ I, j . Therefore , it is necessary to find numerical approximations

liJr th« soft outputs for a large class of codes.

A pro fo u nd analysis of t he underlying communication system shows that the
c.un pone nts of w ca n be expressed by a nonlinear regression model

•

•

•

<I t:, I?
- --,,-' - y =

Vol/

In

lUk

_ ex p(lUj) - l
1 + I I

j ' J
k d

exp( lU j ) + 1

•
•
•

+ e . (2. :3 )

eXp( /lI ) - 1I-t-Il j

J ,J
n

ex p(w j j+ 1
In

1 - Il
J .J

exp( lU j ) - 1

expi10 J) 1

whe-re till' vecto r c of e rrors is zero if t he nuise energy of the AWG channel
(i.e .. the cova r ia nce matr -ix of the Gaussian distribution is the zero matrix ).

•

IS zero

T he minimization of the su m of the squa red components of e leads to the
following unconstrain sd optimization problem

min l e( w { e( w ) 1=
W I n k

ex p(wj ) - 1
~

1 + Il'J
k 4 /-.'0/•• - j . .J, ex p(lU j ) + 11/ 4Eol?• "\- \- InlIIm w, - - - V I - YV . I eXp(lU

j
) - 1 •

n k ~ ~

NOll IW I I J 01/ , lc ' I Il1 -
exp(lU j ) + 1j J ,

•v

objective function r

The existe nce of a globa l minimizer of the objective function r is guaranteed by
the fac t t hat r is hou nded below by a paraboloid:
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· Il

few » ~ 1:
i= I

2

(2.4)

Since the computation of the Hessian matrix at any chosen point is very
expensive, the BFGS-method is used for the numerical minimization of f in the next
sect ion.

3. NUMERICAL RESULTS

The approximation of soft outputs using nonlinear regression models leads to
unconstrained optimization problems which we solved numerically using the BFGS­
method with analytically computed first derivatives . This method is a reliable
optim iza t ion procedure which is widely used in nonlinear programming (see 121 and

IGIJ ·
•

BFG8-method

Step 0: (Initialization)
Choose wo, a positive definite matrix H o, and YI> Y2 with :

O < YI < 0.5 , Yl < Y 2< 1 .

Cum pu te 'ilf( w 0 ) .

If \7f'( wO) 2 < 10-4 then STOP; else : j :=O ,goto stepl.

Step 1: (Com puta t ion of a search direction)
Com pute

go to step 2.
•

,

Step 2: (Com puta t ion of a step size)
Com pu te a j with:

. T . T
\!f(Wj- CfjSj) S j S, Y2 \!f (W j ) S j ,

f (w j - Cfj sj) < f( wj)-YICfj f (W j )T S j ,

a j = 1 , if possible.

•

•
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Compute

W j +l = Wj - O" j S j '

If I \7f(w j +l) 12 < 10- 4 then STOP; else: go to step 3.

•

Ste p 3: (Computat ion of H j +1 )

With

\7f(w . ) - \7!"( W . 1 ) S .
<I J

. '.= J J + J

I ' P j :=
0" J S j 2 S J 2

compute
•

•
•

i > j + 1 ,

go to step 1.

In Table 1 we provide numerical results for BCH(n, h l codes (Bose Chaudhur i
Hocquenghem), which are powerful binary linear block codes, with several signal to
noise ratios. The probability of bit errors is computed as follows: For each code as many
code words are decoded as are necessary to obtain at least 150 bit er rors. Altogether,
1300 optimization problems have been solved using the BFGS-method. The results are
comparable to results obtained by hard decision decoding of the same codes with about
1 dB more signal to noise ratio (see 13 1) . Therefore , a 20 percent reduction of the
t ransmit t ing energy is achieved applying our new method instead of hard decision
decoding at equal transmission quality.

Table 1: Probability of bit errors for severa l codes and several signal to noise ratios
with the new method

Eb in dB
BCH(31,21) BCH(63, 30) BCH(l27,99)

No

0 1.07e-1 1.84e-l 9.44e-2
0.5 9.45e-2 1.51e-l 9.80e-2
1 8.23e-2 1.35e-l 8.1ge-2

1.5 6.67e-2 1.17e-l 6.52e-2
2 4.9 1e-2 1.1Oe-l 5.92e-2

2.5 3.70e-2 8.27e-2 5.00e-2
3 2.96e-2 7.65e-2 4.26e-2
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