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Abstract: ew methods for combin ing forecasts are introduced . The combined forecast
for the next p niod is made using different forecasts weighted according to variable
weigh ts, based on the differences between each forecast a nd the actua l value of the
forecas ted variable during the previous periods. T he methods are implemented on actual
data sets and m e fo und to he very stable and accurate.
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1. INTRODUCTION

ing a combination of forec, ts rather than one forecast based on a single
fi,rPQ sting' model is incr 'l singly advocated by many researchers and practitioners Ill, An
important factor, which mcourag d the introduction of methods for combin ing forecasts
and fa cilitated the ir ace eptability, was the pragmatic need for forecast ing based on a wide
range of contexts. wh ich guara ntees an average accuracy . Indeed, the most serious
problem in fiJI' 'Q -t ing model selection i to choo • one single mod ,I that adequately
represents all till' com plexity charact ' r ising the environment, which a ffects the b sha viou r

of till' var iahlp to 1)(, forecas ted. Jn a manageria l enviro nment. where performance is the

,
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,
major source of validation, various ad hoc approaches, such as those for combining
forecasts. become admissible if they generally work well . In addition, running several
models in parallel in order to make combined forecasts and making multiple model
analyses and syntheses are now computationally feasible due to the development of new
software and the evolut ion of Decision Support Systems. However, while the
methodological validity of the practice of combining forecasts is not questionable , an
important problem is "which methods of combination work best".

A lot of work has been done on combining forecasts, ranging from earlier
theoretical papers 12, 31 to more recent studies 14-91. The usual method of combining
forecasts is Linear Programming. The simplest LP model is the single objective LP model
for combining II different forecasts over m observations 1101. The object ive in this model is
to minimise the total deviation, that means the sum of the forecast errors. The model may
be expanded to include multiple accuracy measures. Another approach 191 also based on

. LP introduces a multiple objective LP model. This model is extended to include the
"direction of change" measure. This measure refers to the frequency (number of t imes)
that a combined forecast is successfu l in correctly identifying the direction of change
(posit ive or negative ) in the variable from one period to the next . The objective is to
minimise the number of periods in which the forecast direction of change is incorrect.

A lot of other methods have been developed including Bayesian analysis [41. In
practice, the method most commonly used is the simple averaging of the forecasts 111, 12 [.

2. THE PROPOSED METHODS

-
The basic idea and the motivation behind the methods for combining forecasts

proposed here is to exploit the simple exponent ial smoothing forecasting approach.
According to this method, the forecast for the next period is based on the actual values of
the variable to be forecasted during all previous periods, weighted so that the weight
assigned to a previous period's actual value of the variable decreases exponent ially as that
da ta gets older. Thus, while all past data are taken into account, recent data receive a
higher weight than older data. This helps to take account of recent trends, while the past
history concern ing the values of the variable is not discarded , The forecast for the next
period is calcu lated by adding the actual value of the variable for the present period
weighted by a factor W (the smoothing constant) to the forecast for the present period (the
so-called "base") multiplied by 1 - IV • In a similar way, forecasts may be based on combined
past data weighted exponentially according to their distance from the present time.

In particular, let Fij be the forecast of the value of variable Xi made at time per iod
i, i = 1, ... , m , using method j l j = 1,... , n ). Let wij be the weight assigned to Pij and Pi

be the combined forecast, which is made based on all individual forecasts at period i .
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2.1. First method

A sim ple approach to making a forecast is to put FI + I = X I , where FI + I is the

forecast for the next period and X I is the base (that is, the combined forecast for the
present period). Based on this approach the following model is proposed:

1 v j E I L.., n J,
Fi - I J - X I I

W i -I j = -------- ,

1/

s «. 1 ' 1" · ·L 1 - ./ 1./

j = 1
F , - - - - - - - .

1/

LW i I j
j - I

where W i-I j is t he measure of the jth forecast 's accu racy in the previous t ime per iod

i - I. Thus, each time the combined forecast for the next period is based on forecasts
made using different methods, weighted according to the deviation of the corresponding
past individual forecast s from the actual value of the variable.

2.2. Second method

The series tWlj,W2j"",Wi_lj) may be smoothed the same way as in the single

exponential smoothing forecasting method. Thus, if the goal is to include more information
about the past of the j th forecast's accuracy , the combining method may be modified as
follows:

1
Wi-I j = I F-I · -K I1- ./ t r-

, V jE { l ,... ,n!,

Wij=aWi _l j+tl -a)Wi_l j, V.JE { 1,00 . ,11 } .

11

'" IV" F ·L IJ I)

F- = ,,-j --'1'--__
1 I I .

') IV"
- 1./

j J

•

2.3. Third. method

An alternative approach may be to use weights equal to the inverse squared error
instead of the inverse absolute error. In that case the simple combination method may be
defined as follows:
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•

The wr-igh ts ' ser ies may he smoothed t he same way as above and the resulting

cu n rhinat ion met hod may b ' described by the following equa t ions:

(F,

1

I
_ X

I ,

Vj E : 1,... , n : ,
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3. NUM l~R ICAL TESTS

In orde r to lest the pe rfo rmance of the proposed combination methods, 48 ser ies
of data have h 't' n us -d . The data s -ts were taken from the Agricultural Bank of Greece
1 1:~ I and r efer to veg' itahle production during the years 1980-1993 in the Periphery of
I'atras. The percentage standard deviations uf ti lt' above sets lie within a large in terval
lO.1'1, 780/, l. Consequently the set of these 48 ser ies of data is considered to b ' su fficient
Iur tt'st ing the rue thods ' performunce. In addition , in some of the sets, a decreasing sh ift of
tilt' hast' takes pluce , Sll t ill' II ll' t lwds may he tested for quick adaptation .

Fur each da ta sot, four se ries of forecas ts have heen produced using the following
\Vl' 1I known fon 'cast ing methods:

Singlt· ex ponentia l s m uot h iru; ('{ = 0 .:3 )

Whybark's met hod 11 .1I. : f{ II , ,{ Jl ' I{ n := : 0.2, 0.4, O.S :

Dennis' method II :)],: ' l{ II ' \ 1= : 2, 0.2, 0.6 I
Trigg Leach method I I()], "I = () . :~ .

TIll' 1I1 t'11l1 uccu rucy of the ahove methods is presented in Table 1.



S. Pantazopou los, C. Pappis / New Methods 1'01' Combining Forecasts 107

The series of forecasts generated by the above forecasting methods were
combined by sim ple averaging, LP optimisation lwhich is reduced to the least squares
method), Bayesian analysis and the proposed methods. The comparative results obtained
[1 7] may be characterised as very encouraging and are summarised in Tables 2-5 (mean
values of errors have been considered).

Although more results may be needed, the proposed methods seem to be very
stable and accurate since, for the data sets used, they outperform any other combining
method.

Table 1: Comp.. ative accuracy of forecasting methods
(mean values of errors )

single Whybark's Dennis' Trigg-
•

smoothing method method Leach

MAPE 51.25 42.41 33.56 28.03

MPE -45.14 -35.90 -26.03 -20.37

RMSPE 34.47 28.46 21.32 20.26

MAPE: Mean Absolute Percentage Errol'
MPE: Mean Percentage Errol'
MHSPE: Mean Root Squared Percentage Error.

Table 2: Comparat ive accuracy of exist ing combining methods

simple LP Bayesian
• analysisaveragmg

MAPE 37.97 38.62 39.19
•

MPE -31.86 -31.61 -33.25

RMSPE 24.94 24.64 25.56

•

•

,
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Table 3: Comparative accuracy
1st and 3rd proposed methods

1st method 3rd method

w =1 / et I / 2W =1 e,

MAPE 29.03 26.61

MPE -23.96 -21.62

RMSPE 20.08 18.45

Table 4: Methud accuracy fur several values ufthe smoothing parameter,
2nd proposed methud

U.= 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

MAPE 40.64 38.31 36.51 35.48 34.95 34.59 34.05 33.2 31.24

MPE -34.14 -31.8 -30 -28.98 -28.47 -28.14 -27.65 -26.9 -25.25

HMSPE 27.72 26.78 26.02 25.61 25.43 · 25.31 25.12 24.89 23.58

Table 5: Methud accuracy fur several values uf the smuuthing parameter.
4th proposed method

Lt = 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

MAPE 40 .59 :38.22 36.34 35.03 33.97 32.84 31.43 30.16 29.32

MPE -34.09 -31.74 -29.89 -28.63 -27.67 -26.7 1 -25.56 -24.54 -24.04

HMSPE 27.68 26.72 25.89 25.3 24.8 24.09 22.82 21.22 20.22
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4. CONCLUSION
•

109

Four new methods for combining forecasts were presented in this paper.
According to these methods, each forecast contr ibutes to the forecast of the value of the
forecasted variable for the next period according to a variable weight . This weight is
determined by the differences between the forecasts and the actual values of the forecast
variable during preceding periods .

The correspondence between the proposed methods and extrapolat ive forecasting
methods should be noted. For example, if there is a trend in some forecasts' accuracy
characterising a particular method, then a combining method may be const ructed
corresponding to the Holt's trend forecasting method and the forecast weights will be
smoothed accordingly.
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