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Abstract: A new procedure is proposed to estimate the real variance of canonical
variables and real redundancy measures derived from the formal definition of the
standardized variance of a linear combination of standardized variables. On the
basis of thus defined variance estimates, a measure of real reliability and two
measures of the lower bound to reliability are derived. The application of reliability
measures to the determination of the number of important canonical variables is
also considered.
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1. INTRODUCTION

The biorthogonal model of canonical correlation analysis (Hotelling, 1935;
1936) is, both from logical and mathematical point of view, the basic method for data
analysis and statistical hypothesis testing. It is easy to prove that almost all standard
statistical methods, including regression analysis, analysis of variance, discriminant
analysis, factor analysis, and even some methods for cluster analysis and the analysis
of stochastic processes are, in fact, special cases of the general model of canonical
correlation analysis, and that most statistical tests can be reduced to tests of the

significance of canonical correlations.

However, in spite of the central position of canonical correlation analysis in
the field of modern statistics, many problems related to estimating the real
importance of canonical variables, their reliability or generalizability, and to
estimating the amount of information emitted by canonical variables have not been
solved at all, or have been unsatisfactorily, or even wrongly solved.

The aim of this paper is to propose some acceptable solutions to the problems
of estimating the variance and redundancy of canonical variables, the related problem
of their reliability, and to propose some new criteria for the determination of the
number of important canonical variables, independent of the outcome of the
significance tests of canonical correlations.
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2. DEFINITIONS

Let E=(e: i=1..n)c P be a random sample of objects from a
homogeneous population P, and let V= (v ij=1..m)cl, and
V,=(v,:k=1..my)cU, be samples of quantitative, normally distributed variables
from homogeneous universes of variables U, and U, with logically different fields of

meaning. Let e be the summation vector of order (n) and let | be the symbol for
"under condition of'. Now, without loss of generalization, it is possible to define data
matrices obtained by the description of set E over the sets V, and V, both in standard

normal form, so that

Z2,=E®U,|Ze=0. diag(Z,Z,)=1I,
and

Z,=E®V,|Z,e=0. diag(Z,Z,)=1,

where @ is the symbol of Cartesian product, 0 zero vectors, and I; and I, identity
matrices of order (m,) and (m,), respectively. In this metrics,

t
Ry, = 24,2,

i
Rzz - zzzz

would be intercorrelation matrices of variables from V, and from V,, estimated on
the set E under the criterion of maximum likelihood, and

and

Ry, =Z;ZE = Rél

would be the cross correlation matrix of variables from V, and from V,, estimated also
under the maximum likelihood criterion.

3. CANONICAL CORRELATION ANALYSIS

Canonical correlation analysis can be defined as the solution of the problem

f -
Zyxy, =Ry P, =Ry ky, = maximum

ZyXy, =Ry, | p=1...5:5=min(my.m,)

kltpk‘lq =0pg
k;pk% =8pq
ke =0lp % q.

where 8 - is the Kronecker delta.
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This problem can be solved in several ways (Anderson, 1984). Probably the
simplest solution is the maximization of the function
=13 r3! Lo gt
t 1 f 1 ¢
= X pRia Xy — 3 A (X Ry Xy, — D =30, (%, Rpp Xp ), — 1)

for p = 1 where x,, is some unknown m,- dimensional vector, x, 6 some unknown

m, -dimensional vector, with A p and n p Some unknown Lagrangeian multipliers.

After equating the obtained results to zero in order to obtain maximum,
the derivation of this function with respect to x, , and x, , gives,

p

Multiplying from the left first result with x; p and second result with xfz B

from the conditions x:pR”xlp =1
!

and Xy plonXy), =1

we obtain

L [
IlpR'IE'tﬂp = I’EpR‘llxlp = }"p =My
The first result can now be written in the form

R12x2p = JI"Jp:l'Rll'T:l;:l

and the second in the form Ry x), =4, Ropxs .
Multiplying the first result with R; 11 , after rearrangement
-1 1

and multiplying the second result with 4 |
lpRﬁxlp = J;Rzzxzp.
From the solution for x, ,
Ry Ryy Ryoxp, = 11:132212;;

and the problem can be reduced to solving the characteristic equation

-1 < 2
[REIRIIRIE -’LPRE)IEP =U. p=1 ..... S
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Obviously, p, =4, and canonical correlation analysis is essentially the

transformation of two oblique coordinate systems to two biorthogonal coordinate
systems such that cosines of the angles between equally indexed coordinates are
maximized.

Up to this point canonical correlation analysis is actually a data analysis, and
not a statistical method; obviously, a data analysis method can be considered as a
true statistical method if some possibilities exists to test hypotheses concerning a
set of parameters. Of course, the most important is the set of canonical
correlations R=(r,. p=1...5).

The usual way to test the hypothesis that in population P canonical
correlations rys p=1l..s are equal to zero is sequential application of the Bartlett

test (Bartlett, 1941; Lawley, 1959)

]
xi ==(n-(my+my+3)/ 212!03.3{1 - pi]
p
because under the hypothesis H,, p Ty = 0. the variable xi has 12 distribution with

vy =(my—p+1)(my-p+1)
degrees of freedom.

However, thus obtained probabilities are not independent (Anderson, 1984)
and, in addition, the statistical significance of a canonical correlation is not
necessarily related to the importance of corresponding canonical variates. It is well

known that it is sufficient for only two variables v; fromV, and v, from V, to be

related with a large coefficient of correlation for generation of two canonical variates
related with a large and therefore significant canonical correlation, although the
importance of so generated canonical variates may be very small or negligible.

The asymptotic variance of canonical correlation (Kendall & Stuart, 1976)

2 2.2 -1
Gp=(=p,)in

is equal to the asymptotic variance of any Pearson-Bravais coefficient of correlation.
This fact can produce confusion in decision making procedures, because the
decision concerning the hypothesis that sets U, and U, are not related depends on

the sampling of variables in the sets V, and V,; one or more correlations rik

from R,, can be "significant”, although canonical correlation p, can be statistically
equal to zero.

When canonical correlation analysis was first used, the identification of
canonical variates was based on inspection of the pattern of vectors X1, and x, p

p=1..t where t is the number of canonical variates related with significant
canonical correlations on the predetermined level of type I error. However, the ele-
ments of vectors x,, and x,, are proportional to the coordinates of vectors k, p and
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kg, in the space spanned by vectors from Z, and Z,; and because the cosines of the

angles among coordinates are equal to the correlation coefficients in R, and R, in
most real cases identification based on x, p and x,  is a formidable task with very

uncertain outcome. This, and obvious relations of canonical correlation analysis with
factor analysis were the main reason for the practice, probably first proposed by
Cooley and Lohnes, which consists of identifying canonical variates based on
the pattern of structural vectors

flp = z:‘ﬁp = Rllxlp
and

i
f2p y zzkzp > R2212p'

i.e. on the pattern of simple correlation coefficients of variables from Z, and
canonical variates &, p» and variables from Z, and canonical variates &, o) and even on

the pattern of cross structural vectors

t
Cip = zlkzp it Rlzxﬁp
and
i
Cop = Loy, = Ry %y,
i.e. on the pattern of simple correlation coefficients of variables from Z, and
canonical variates k, ,, and variables from Z, and canonical variates &, (Cooley &

Lohnes, 1971).

However, because
-1 -1
Ilp = R]l RI.ZIE;:}“ p

and
=1

=1
Xp, = Rog RoyXy php
cross structural vectors can be written in the form

4 1
C1p = BygRoo Roy%y P,
1

-1 =
Cap = Boy By BygXy 1P

so it is clear that ¢, p and c,, are actually structural vectors of the variables of one of

the sets projected in the space spanned by variables of the other set. The
characteristics of data analysis procedures which generate this type of latent
dimensions were considered in the framework of generalized image
transformations (Momirovié, Stalec & Zakrajsek, 1973; Dobrié, Karaman & Momirovié,

1983).

For the same reasons, structural vectors of canonical variates can be written
in the form
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-1 -1
flp = R’L‘E‘.‘rzppp - clppp

-1 -1
f‘lp = Rﬂl‘rlppp = CopPp -

so that
Cip = hpPp

{:E‘.p = f'.!ppp

and structural and cross structural vectors are collinear and have only different
norms. These simple findings are of great importance for an understanding of
the real meaning of procedures strongly related to canonical correlation analysis,
usually referred to as redundancy analysis.

4. REDUNDANCY ANALYSIS

Redundancy analysis 1s actually a generic term for several procedures for
the determination of the amount of information emitted by latent dimensions of two
sets of related variables and transferred from one set to the other.

Two of them are not directly related to canonical correlation analysis. The
method of redundancy analysis proposed by Van den Wollenberg (1977) as an
alternative to canonical correlation analysis generate sets of variables by maximizing
of amount of information transferred from one to another and generating, of course,
asymmetric relations between the two sets, The method, proposed in the framework
of canonical covariance analysis (Momirovié, Dobri¢ & Karaman, 1983; 1984; Prot,
Bosnar & Momirovié, 1983) is essentially an asymmetric approach to the basic
method which consists in maximizing of covariances of not necessarily orthogonal
latent dimensions from two sets of variables,

However, in the community of nonstatisticians and nonprofessional users of
commercial statistical program packages, the term redundancy analysis is usually
restricted to two additional operations associated to canonical correlation analysis,
proposed by Stewart and Love (1968) and Miller (1969) together with a general
measure of association between two sets of variables, known under the name
canonical correlation index which is actually the simple mean of the canonical
coefficients of determination. Both have been adopted and implemented in most
program packages under the influence of the well-known book by Cooley and Lohnes
(1971), probably the most influential text among people with a very modest
mathematical and statistical education.

Thus, along with redundancy analysis, two additional measures, associated
to canonical variates are considered, almost without exception. The first is usually
referred to as variance and the second as the redundancy of canonical variates
generated by the standard algorithm for canonical correlation analysis with the
addition of structural and cross structural vectors of canonical factors.
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Variance is defined by operations .
- t 2
gip > ﬂ’pﬁp T IlpRl l‘tlp

2
E"’.’.p =2 f;p&p = x;pR;'er

with the division of these values by m, and m,, respectively. Redundancy is the result
of operations

2 t ¢
¢I,I:r = clpclp = IZpR‘ZIRI.‘?xzp

2 ( t
¢2p = Coplop = IlpRIZRZlep
also with division of the obtained results by m, and my.

So-defined variance is considered to be a measure of discrimination of entities
by canonical variables, and so-defined redundancy a measure of the amount of
information transferred from one set of variables to another.

However, from the relations between vectors x,, and x, , variances can be

written in the form
2

2 ! -
S1p = xszlez-"szp

2 t -2
E-'Zp = xlpRIER‘lelppp

so that redundancy measures can be defined simply as

2 .2 2
$1p =S1pPp

2 2 2
b2p =E2pPp:

Therefore, this approach to redundancy analysis depends on the definition of
the real variance of canonical variables.

The question of the adequacy of &fp and Egp as the estimates of real

variances of canonical variables was posed more than 20 years ago (Nicewander &
Wood, 1974). Although the answer to this question has not been based on valid

: - : ; 2
arguments (Miller, 1975), application of relative variance estimates E_;fpfml, and &, -

2
/mgy, and redundancy measures ¢fpfml and ¢;,/m, has been generally adopted,

especially in the field of psychometrics-and computational statistics. The reason
for that was the incorrect assertion of Nicewander and Wood that the variance of
canonical variables is by definition equal to 1, and the generally accepted misconcep-
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tion that the sum of the squares of correlations of a set of variables with any linear
combination of standardized variables from this set is the variance of this linear
combination. However, the variances of canonical variables are only equal to 1 by
convention, and not by definition; and because the squared norms of structural
vectors are equal to the variances of latent dimensions only if the latent dimensions
are defined as principal components, it is sensible to reconsider the solution of the
problem of real variances of canonical variables.

5. REAL VARIANCES OF CANONICAL VARIABLES

Definition 1: The standardized variance of a linear combination of standardized
variables induced by a vector y. y' y=1 is

o2 - y‘ Ry.
the quadratic form of the intercorrelation matrix of variables induced by vector y.

Now let vectors x, , and x, , be standardized by operations

5 t -1/2
Np = IlP{IIPIIP}

= t -1/2
yﬂp"xﬁp(xEPIEFJ

Define the unstandardized canonical variables as

hyp = Z11p

h2p = ZEJ"Ep '

The variances of these variables are

2 ’ t t -1
9p = h’1ph‘lp = J’1pR113’1p = (X %1 )

3 o oy -1
Oyp = Rapha, = Yo, RooYy, = (25,25 )

since
[4
xRy %, = xsz2212p =1
But, because the canonical correlation can be defined as

-1/2 -1/2

t
Pp =Uipflyy RygRos vy,
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where v, , vi v, =1 are the left, and o U =1 ight ei
1p> YipY1p , Uspr Ugplyy, =1 the right eigenvectors of the

cross correlation matrix of variables from V, and V, transformed to the Mahalanobis
form

-1/2 -1/2
M12= 1 Rlszz )

associated to singular values of this matrix (HadZigalié, Bogdanovié, Tenjovié &
Wolf, 1994), the standardized variances of canonical variables can be written in the

form

P

Py
O1p = (V110 ,)

2 ¢ -1 -1
O2p = {HEPREEUZp]
because vectors x and x, b and x, p» are equal to

-1/2
*ip = Ry, “1p
and

-1/2
Xop = Roy "0y,

The quasi variances Ef p and 53 p ¢an now be written in the form

2 t
£ —
Sip = ”1;.311"1;:

2

t
F=2p = pRZEUEF

and it is clear that E,fp and ig p, are not equal to the real variances of the canonical

variables, because vectors v, , are not eigenvectors of R,,, nor are v, . eigenvectors
of R,,.

This fact has some serious consequences on the procedures for the estimation
of redundancies as well as on the procedures for the estimation of the
generalizability of canonical variables, and therefore on the procedures for the
estimation of the amount of emitted information of any canonical variable. Let us

consider first some rational procedures for the estimation of redundancy.

6. MEASURES OF THE REAL REDUNDANCY
OF CANONICAL VARIABLES

A rational measure of the redundancy of canonical variables can be derived
from the formal definition of redundancy.
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Definition 2: Redundancy is the part of the variance of an unstandardized canonical
variable generated from a set of variables which can be attributed to the variables from

another set of variables.

Let
th Is ZEIEFGEP

be some canonical variable generated from the set V,,.
Define the regression problem

Z\py, = hgp - ey, | aﬁp = E;Fezp = minimum

where [}, 5 is some unknown m, - dimensional vector.

Because

2 t
bop = (hyp =24y ) (hyy = 24Py ) =

2 t t
=0y, = 209,B , By9%5, + By, ByyBy 5
by derivation of this function with respect to B, ,
Of(Byp)/ 0By =209, Rypxy, + 2Ry By p;
dividing by 2 and equating to zero, we get

aZpRlﬂ'rﬂp 3 Rllﬂlp '

Multiplying by R;,

-1
Blp ¥ Ruan-"‘zp“zpi
but because

3
Ry, R12I2p =X1pPp»

Bip=%1,Pp02,

The residual variance of canonical variable h, p 18 therefore

- = t
Eip i {22"‘2;:“2;: = zlxlpppuﬂp) {ZEIEPUEF n zlxlpppuﬂp) =

. 2 2
=O2p = O2pPp»
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2 e 2
so that 03, =0g,P,

i1s the measure of redundancy of canonical variable hy,. In the same way it can be

demonstrated that

ROR
1p = %1pPp

are redundancy measures of canonical variables h, p

Although formally similar to ¢fp and ¢§p the measures mfp and mgp are

different not only because they are defined on the basis of real variances of
canonical variables, but also because they are derived independently of the norms of
structural and cross structural vectors; obviously, the norms of both structural and
cross structural vectors have nothing in common with the variances and
redundancy measures of canonical factors.

Of course, because the covariances of unstandardized canonical variables are

{
S p =hiphap = Pp01,%2p

the redundancy measures of canonical variables can also be derived in an another way,
solving the regression problem

2 t s
hlpw1p=h2p_gzp |£2P=gnggp= minimum
where v, , is some unknown scalar.

Because

the derivation of this function with respect to v, , gives

2
af(‘i‘lp”a‘i’lp = "29;: + 2'4'1;,.“1;_._

and dividing by 2 and equating to zero, we get
2

S -2
Multiplying by S1p
-9 =1
Y1p =8 501 = PpO2p%1p
so that

2 t N, R
€3, = (hyp =MW p) (hyp =Py pWip) =0 = PpO2,
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we have

ol = 2ol
2p = Pp%2p

which is the redundancy measure of canonical variable h,, with canonical variable

hlpu

In the same way,
2 ! 2 2 2
®yp = hyphapWap = Pp0ip

is the redundancy measure of canonical variable A, p With canonical variable A, o

Note, by the way, that

Vap = PpS1p%2p

so that coefficients v, 5 and \, p are very sensitive measures of the asymmetry of

relations between canonical variables.

7. ESTIMATION OF THE RELIABILITY
OF CANONICAL VARIABLES

Let N, be some, perhaps unknown, matrix of measurement errors or
estimation of variables from V|, and let N, be some, also perhaps unknown, matrix of
measurement errors or estimation of variables from V,. In this case, the elements of
matrices

,=2,-N,
and
T,=2,-N,

would be true scores of objects from E on the variables from V, and V.

Suppose that the postulates of the classic theory of measurements are valid,
so that

and
E, = NN,
are diagonal matrices, and
and
T,N, =0

are zero matrices. Then
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¢ 2
Cu =T1T1=R”-E1
and

: 2
Cop = ToTy = Ryy - E,

would be covariance matrices of true scores of objects from E on the variables from Vi
and V,.
2

True variances of canonical variables, induced by vectors Y1p and y, ., would be,

therefore,
2 ¢ 2 2
T1p = Y1010, =09, ~Yip
and
Rar =74 C - L 2
T2p = Y2pL22Yap =03, —Yap
where
2 t =2
Yip = ylpEl Np
and

 Hi gl E2
Yap = Yap£aYap
are error variances of canonical variables.

On the basis of formal definitions of reliability measures

2 2 2 2
a=0g,/c =1-0,/0

2. 2 2 : 2
where o, is the variance of true scores, a, the variance of error scores, and o the total

variance of some wvariable, the coefficients of reliability of canonical variables
would be

2 2 ! 2 t
ay, =1=vy, /01, = 1=y, Ey 3,/ n By,
and
2 2 3 t
Ugp =1=Yg, /0y, = I"J’szzJ’zp "J’sz‘zzJ’zp-

Of course, the matrices N, and N, are generally unknown so that matrices

Elz and Eg are also unknown. However, if the data are obtained by adequate
measuring instruments, some estimation of the reliability of these instruments is
almost always known. Let the elements of diagonal matrices

Al ={UI‘.J} j=1...+.m-1

and
Ay =(ay) k=1,..m,
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be coefficients of reliability of measuring instruments which generate variables
from V; and V,. The matrices El2 and Eg can be estimated by

2
Ef=1,-4
2
E, =1, ‘Az
so that
t t t
Blp = 1'{3'1;:-?1;: _ylpAlylp}f{ylpRllJ’lp]
2
- lﬁ{lﬁy;.pAlylp)fﬂlp
and

¢ t t
ﬁZp =l U’sz’zp . yﬂpA‘Zyﬂp) / (_yEPR22y2p)
¢ 2
are reliability estimates of canonical variables.

In the case of when the elements of matrices A, and A, are unknown but sets
V, and V, are samples from the universes U, and U, defined over different but

homogeneous fields, the upper bound of the variance of variable measurement error
can be estimated by (Guttman, 1945)

E) = (diag Ryy) ' = U}

and

E; = (diag Ryy) ' = U,

so that the estimates of the lower bound to the reliability of canonical variables are

| 2 t
Borp = 1= (.U 21 (0 p By )
and

2
Be2p = 1_{y;pU2y2p}“y;pR22y2p ).

Of course, it is now easy to derive the estimation of the absolute lower bound
to the reliability if we define A, =0 and A, = 0, so that

' !
Pyp=1- {ylpylp]”'ylpﬂllylp]

: 1
=1=-(y, R 0,)

-2
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and
t t
Bosp =1=(¥5,5,) [ (¥, Ro0Y5),)

4 -1
= I_U’EFR‘ZEJ"EPI

-2

8. INFORMATION MEASURES

Definition 3: The measure of information emitted by some linear combination of
standardized variables, induced by vector ¥, y! y=118

L=y = y'Cy+1

where O is the coefficient of reliability of the linear combination and C is the
covariance matrix of true scores on the standardized variables.

Therefore, the information measure of some linear combination of
standardized variables is defined as the ability of the so-defined composite variable to
differentiate the objects at least as well as any element of the composite.

On the basis of reliability measures . B; and (3, the following measures of the
informativeness of canonical variables can be defined:

(1) True measures of informativeness

2 40 i 2
p=1-By,)  =3,(By - Ey )y, +1

and

2 -1 2
lop = {l"ﬂzp) =J’;p{R22-E2 }.}'zp"']-i

(2) Measures of the lower bound to informativeness

2 -1 t 2
tg1p = (1-Be1p) = 1p(By —Up)y, +1
and
2 -1 ! 2
t62p = (1=PBezp) = Y2, (Boy ~Uz)¥yp +1;
and, finally

-

(3) Measures of the absolute lower bound to informativeness
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2 -1 ¢ 2
hip=A=Byp) = -?lpRuJ'lp =019

and

2 Y ¢ 2
ap =(1=Bygp)  =¥apRo0¥5, =03,

The information measures, as the exponential functions of reliability
measures, clearly express the real values of canonical variables for the determination of
the position of objects in the space spanned by canonical factors, and can be therefore
a firm basis for decisions concerning the real value of results obtained by canonical
correlation analysis.

9. AN INFORMATION CRITERION
FOR DETERMINATION OF THE NUMBER
OF IMPORTANT CANONICAL FACTORS

The rule to accept and retain only canonical variables related by significant
canonical correlations 18 not always a wise strategy for several different, but
mutually related reasons.

(1) Probabilities associated to the sequential Bartlett test of the hypotheses
Hg,r,=0. p=1..s are not independent, so that decisions based on probabilities

Pg, are also not independent;

(2) Some canonical correlations may be very high, and therefore significant only as
the consequence of very high correlations between variables v, from V, and v,

from V,, although the reliabilities and informativeness of canonical variables related
by such spurious canonical correlations may be very low;

(3) If (n~(my;+my)/2) is not a sufficiently large number in many instances the
hypothesis H , cannot be rejected, but is quite possible that some hypothesis of the

(4]
type Hgy:ry =0, where r;, are correlations between v, and v, in P, can be

rejected on the same type [ error; in this case it is impossible to overcome the logical
confusion and to decide if the universes U, and U, are related or are stochastically

independent;

(4) From the scientific, as well as from the application point of view, the information
that two well defined and reliably estimated variables are stochastically independent
can be as important as the information that two, possibly not very well-defined,
latent variables are related by canonical correlation different from zero.

Therefore, it is sensible to consider some possible criteria for determining the
importance of canonical variables.
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Of course, the distinction between the concepts of significance and
importance must be clearly defined. Obviously, only canonical variables with proven
existence can be considered important, that is with sufficiently high coefficients of
reliability.

Let 8’ be some selected lower limit of reliability such that a pair of canonical
variables can be considered important. Some pair (k, p-k3,) of canonical variables are

important under the condition that
Bip> B vBy, > B

if coefficients B are known, or under the condition that

Be1p > B v Bgap > B

if coefficients P are unknown, but samples of variables V, and V, are representative
samples from the universes U, and U, so that coefficients of type f; can be sensible

measures  of reliability. In the case of unknown [ coefficients and non
representative samples, a pair (k,,.ky,) of canonical variables can be considered

important under the condition that

[511# >0v [lmp > 0,

because the negative value of the absolute lower bound to reliability of any linear
combination of standardized variables permits the conclusion that nothing similar to
this linear combination exists with a probability close to 1.

The question of the significance of a canonical correlation is a sensible
question only for pairs of canonical variables whose real existence has been proven with
reasonably high probability. Of course, the significance of such a canonical
correlation can be tested by the Bartlett procedure, but if sample E is reasonably

large, decisions on the basis of confidence interval
r"_r.u + C p i tﬂf 2

where ¢_,, is the value of the ¢ - distribution with (n-(m, +m,)) degrees of freedom
for a reliability of inference of 1 - & and ;i is asymptotic variance of coefficient Pp

can also be taken into consideration.
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