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Abstract: The process of the generation of words by a genera tive system is considered
from a stochastic point of view involving Markov chains. Because the sequen ces of
intermediate words (cal led derivations ) bu which the words are generated are finite , it
results that finite Markov chain: will bc connected to the process . In this paper 8 very
general generative system from those constituing: t he Chomsky hierarchy is considered,
frequently called a phrase-structure gramm ar. In Section 1 the basic definitions and
notations relat ing to this type of generat ive system and some notions relating to
Markov chai ns are given, according to (3) and (4) . Then, the random variable giving the
number of derivations by which a cord can be generated is defined and its characteristic
are determined according to (9] . Finally a new procedure to generate words is
introduced and the property of invariance of the t ransition matrix is established: also a
problem of the "refl ect ing harriers" type is discussed.

Keywords: Markov chain , random variable, transition matrix, alternating generation procedure.

1. INTRODUCTI ON

In order for our discussion to be as general as possible we consider generative
systems free of any restrict ions. The model of such systems is offered by the most
general class of formal grammars from the so-called Chom sky hierarchy, namely phrase
structure grammars .

The novelty that we have proposed cons ists of organizing the process of word
gene rat ion by consider ing the set of all the derivations accordi ng to such a system
divided into equivalence classes, each of them containing sequences of intermediate
words (t hat we shall call derivations ) of the same lenght. In this way characterizations
of the process up to an equ ivalence can be obtained .
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For a good uderstanding of the facts considered below we shal l first give the
concept of a ph rase-structure grammar.

A finite nonempty set is called an alphabet and will be denoted by !: . A word
over r is a fin ite sequence U =U l ' .'UJr of elements E . The integer k ~ 0 is the lengt h of
the word u and is denoted by Illi. A word of lengt h zero is ca lled an empty word and is

denoted by c. If r is an alphabet let us denote by r · the free scmigroup . with identi ty,

gene rated by !: ( r · is considered in rela tion to the usual operation of concatenation).

A phrase-structure grammar (psg) is a syste m G (V, !: ,P.a ) where:

(i) V is an alphabet called the total alphabet;
(ii) !: c V is an alphabet the elements of whi ch are called terminal sym bols (or letters );

(iii) P is a finite subset of the cartesian product [ V \ r )" \ [c] JxV". It s elements are

cal led productions (they are the rules of the grammar);
Iiv) a E (V , t ) is said to be the initial symbol . The elements of V , r are called variables
(or nonterminals l.

For y and z in V', it is said that y directly generates z , and one writes y ;;;:;. z. If
the words t ), t 2, u and v exists such that y = I, U 12 , Z = t , V 12 and (u ,v) E P

(alternati vely written u -t v ), Then, )' is sa id to generate z, and one writes y ;;;:;." z , if
either y = z or a sequence ( wO . WI • . . . , WJ ) of words in V'exists such that y = Wo, z = w)

and WI ;;;:;. w.. 1 for each i (we write ;;;:;. " for the reflexive-transitive closu re of ee}. The

sequence (wo ' Wi •... , w ) is called a derivation of length } and will be denoted by D(j ).

Obviosly, many derivations of the same length according to G may exist.

The subset of r". written L (G ). such that L (G) = {Ill Er" 1a ee" Ill} is called

the phrase-structure language (psi) gene rated by G. It is known that the family of psI's
coincides with the family of recu rsively enumerable sets studied in mathematical logic.

Because a derivation of length to 1 is just a production , from now on we shall
suppose t hat the length of a derivation is} ~ 2.

Now the notion of Markov chain can be defined as follows. We can imagine
that we have a seque nce of trials in each of which one and only one of k mutually

exclusive events All',~I) • • • • • All' (where the superscript denotes the number of the

trial ) can occu r . We say that the sequence of trials forms a Markov chain , or more

precisely a simple Markov chain . if "t he conditional probability that events All ).

(i= 1,2,...,k >will occur in the (s + Ust t rial (s= 1.2•...) after a known event has occurred in
the sth trial. depends solely on t he event that occu rred in the s th trial and is not
modified by supplementary info rmation about t he events that occurred in earlier
trials".

For Markov chai ns, t he probabili ty of passing to some state A i (i = 1, 2. . .. . k )

at ti me lU, < r < t8+ ) ) depends only on the state the system is in at time 1(1 . _1 < t < t.)

and does not change if we learn what its states were at earlier t imes. Homogeneous
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Markov chains are those in which "t he conditional probability of the occurrence of an
event AjH Il in the (s +i)st trial, provided that in the sth trial the event Aj(' l occu rred,

docs not depend on t he number of the trial". This probability is called the transition
probabilily and is denoted by Pi) ; in this notation t he first subscript always denotes the
result of the previous trial, and t he second indicates the state into which the system
passes in the subsequent instant of time.

The total probabilistic picture of possible changes that occur during a
transition fro m one t r ial to the immediately following one is given by the mat rix

PH ...

... P"

compiled of the transition probabilities . This matrix is called lhe transition matrix (or
matrix of transition probabilities) . Its eleme nts being probabilities, they must be
nonnegative numbers, i.e. for all i andj

Also, from the fact that in the t ransition from ~(') prior to the (s + l )st trial the system

must definitely pass to one and only one of t he states Aj'+ll after the (s + /) st trial,

there follows the equation

•LPij =l . ( i= 1. 2.... .k J.
j _1

Thus, the sum of the elements of each row of the tran sition matrix is equal to
unity . But t he first problem in the theory of Markov chains consists of determini ng the
transition probability from state A:' ) in the sth trial to state Ajs+ l l after n trials . This

probability is denoted by Pij(n ) and is referred to as the transition probability after n
steps. It is given by t he formula

•Pij (n ) = LPih(m )Phj(n - m ).
h . 1

By means of this formula we shall obtain in Section 4 the two-step tran sition
matrix in some special cases of word gene ration.

2. THE CONDITION FOR A WORD TO BE GENERATED
INTO A CLASS OF DERIVATIONS

Let us denote by n the family of all the derivations accordding to G and let Dj

be the class of all the derivations of lengthj . Evidently , n splits into equivalence clases,
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each of them being represented by one of its arbitrarily chosen elements . Let lJ lj ) be
the representative of class Dr

Now let ~% be the number of derivations into th e equivalence class in n of D (x ),

x ~ 2. by wh ich a word It! is gene ra ted . Obviously , IV ca n or ca n not he generated into the
equivalence class of [) (x ) , Thus , if w is generated into the class I), th en , the probability
that it will he generated errn iu into class [)%.. I is denoted by y; but should LV not he
generated into class [)x. the probability that i t will be generated into the class J)z+ 1 is
denoted by It Hence we arc in th e case when th e equivalence classes of t he derivations
are connected into a simple Markov chain. We assume that both y and 11 are different
from 0 and 1 t t hcse cases are of no particular interest ). But each term of a derivation is
the result of the applica t ion of an only production on the precedent term. Furthermore,
w ca n or ca nnot be genera ted by a production (t hat is P can or ca n not contai n an
element (a , w I) , such that the probability that IV is or is not generated by a production
is unknown to us. li n ot he r words if we agree to denote the class of productions by [) J'

it means that there is no equivalence class preceding class D J ). Thus, we denote by PI
the probability that U' will be ge nerated into D/ and by ql :: 1 - Pl the probability that IV

will not be ge ne rated into I ) J '

Wc nnw refer to some main problems discussed in 191. First , we propo!'iC to
det ermi ne t he prohability that a word IV will he gene ra ted into class Dr Let P" he the
probability that IV will hc generated into till' class 1J" and then W P have q" '" 1- p z .

Clearly w ca n he genera ted into 1J" in two mutually exclusive ways: 1° IV will be
generated into D" , and will be generated agai n into DJ< : 2" IV was not generated into
Dd but will be genera ted. into D",

Theorem I , Th t' probability that a wo rd be generated Into cla ss D" ' .r C!: 2, is gwen by
the formula

. " - 1
Px "' (P, -Pl iS + P

whe re is =y - 1\ nnd p = I'
1- {\

Pr-oof, By the above condit ions we have

or

Dcnonng now Y- 1\ = (\ we ohtain P" '" P ,, _I 0+ 1\ But p _ can hl' developed as follow s

",, - I 1\ I " .2 .+ "X-2)P" = JlI" + ( + 0 +1'\ +. Il

0 )

NO tha t we I-{l' t

1\ +
Jlx = (PI - - )C'l

1- 0

I 1\
+ - -

\ - 0
(2)
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From the previ ous condit ions imposed on y and 11 it results that 101 < 1 so that

Px - 1 P(, as .r - a ., On the ot her hand .r being the length of a derivation it mu st he

fin ite such that this sit uati on corresponds to the case when the word cannot he
generated into class VI . But th e cons tant to which PI tends does not depend on
probability Pi ; because it plays the ro le of a limit ing probability it is nat ural to
. d h . 1\ I - y .mtro lice t c notation p = . and q =1- P = .. Now the t heore m IS proved.

1- 0 I -h

3. THE MAIN CHARACTEHISTlCS OF TilE RANDOM VARIABLE

We now return to J.lI givi ng the number of derivat ions into the class Vx ' x C!: 2.
by whi ch a word is generated. It is a random variable that takes the values 1 and 0 with
probabilities PI and qI = I -PI respectively. Then. the number of derivations in n - I
equivalence classes . by which a word is generated is

( 3)

We propose to determine the expectation and the variance of IJ. To this end we

shall first recall an intermed iary result from 191. Let us denote by p~i ) the probability

that a word w will be genera ted into class D
J

if it was generated into class Dr . i<j .\\'e
have

Lemma I. The probability that a word w will be generated into class VJ if it
was generated into class D. , i<j, I C!: 2,» 2, is given by th e form ula

Now t he main result is

Theorem 2. If among the eouiuolence classes of the derivation s according to a
psg, a Morkov dependence exists then the expectation and the variance of the random
variable g iving the number of derivations by which a word is generated verify the
follow ing relat ions

1+0
E J.l = (n -I lp +u

ll
and D

i l
= pq[n- - l ]+un

1- 6

where U n and V n are certain quantities that remain bounded as n increases.

Proof. Starting from (3) with PI given by relation ( 1) we get

tl &-0"
E~I = ( n - 1) P + L ( P l - P )&.>: - 1 - en - 1)P + (PI - p ) 1 _ 0,., (5)
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Further, the variance of Il is

"D" -E[ L I", - P, )
, _2

But

"]2 "" LE(ll x -Px )2 + 2 LE(Il , -P, )(Il J -PJ ).
x .. 2 ' <J . 1~2

(6 )

a nd the second term in (6) beco mes E ( Il , - P, )(Il J - PJ ) = E Il , ll j - P,PJ where 1l,Il J is

a ra ndom variable taking the values 1 and O. The value I is take n with the probability
'" h h ~ I II I J- ' 2 "J -2 ,,;:J- IP'Pj so t at .....e ave L Il l -P, Il j - PJ = p q - (pt - pHi +(Pl -p)(q -p,., ·

Thus. t he first term in 161 is obtained from the equ ality

and the second from the equality

Now by observing the terms which are bounded as n increases , the theorem follows.

4. T HE ALTERNATING GENERATION PROCEDURE
AND T HE ASSOCIATED TRANSITION MATRICES

Nnw we shall introduce a new procedure for generat ing words. To t his end we
consider the special case when a word can he generated into the equiva lence class of a
de rivation on the following condit ions : 1) It can be generated into the class Dx ' r ~ 2. by
mort' of its elements: 2) If it is not generated into the class l) , , .r 2: 2. then it is
generated into tilt' preceding a nd the next class.

\Ve refer to such a way of generat ing words as being an alternating generation
procedure Ief 151J. Four cases arise :

(i) A word will hl' generated by the derivat ions from the first class and the last (in brief:
the word is generated by the first class and the last );
(ii) It will ht' ge-nerated by the first class but will be not generated by the last ;
liji) It will not he genomted by the first class but will be gene rated by the last ;
(iv) It will not be ge nerated hy eit her the first class or the last class.

With some supplemental condit ions we have de te rmined the probability that a
word will he genern tod in 11 equivalence classes (see (9)).



G.V. Orman I Random Phenomena and Some Systems Generat ing Words 251

Now we propose to determine the transition matrices corresponding to each of
the above cases. We suppose that if word w is not generated by class Dz then it will be
generated by class Dz +1 with probab ility p and by class Dz ./ with probability q= l -p . If
w is not generated by the first class then, it will certainly he generated by the next ,
whil e if it is not gene rated by the last class the n, it will certainly be generated by the
preceding. Obviously, this procedure for generati ng a word is a typical Markov chai n.

Now let us denote by A/ the event when the word is generated by class Dz, by
Az when it is generated by class DJ •.. . by AII • t when it is gene rated by class DII •

1°. Let us first consider the case (i) Word w is not generated by class Va such
that it will be generated by class D 2 and D4 with probabilities q and p respectively; then
it will not be gene rated by class Vs but will be generated by classes D4 and D6 with
probab ilities q and p respectively, a.s.o. We have:

1 000

q 0 p 0

o 0 1 0

o 0 0 0

o 0 0 0

000

0 00

o 0 ()

q 0 p

00 1

(7)

There is an even number n of equivalence classes in the considered case.
Because for our conditions of work we must have n :?: 2, it results that the above matrix
is of the type n- l (i.e. it has an odd number of rows and columns).

20. In the second case word w is not generated by class DJ • as in the first case.
but it is also not generated by the last class such that it will be certai nly gene rated by
the last but one class. The transition matrix is now of the form:

1 000

q 0 p 0

o 0 1 0

000

000

000
(8)

o
o

000

000

o

o
1

1

o

o

The number of the equivalence casses is an odd integer and the transition
matrix has an even number of rows and columns equal to n-l.

3°. In the third case the novelty is that the word is not generated by the first
class D

2
such that it will be certainly gene ra ted by D3 . Also it is generated by the last

class. The transition matrix is the following:
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o
o

o

o
o

1

1

q

o
o

o
o

o

o
o

o

o

p

o

o

o

o

o

o
o

o

o

o

q

o

o

o

o

o

o

o

o

o

P

I

(91

Now t he nu mbe r Il of the equivalence classes is again an odd integer s uch t hat
the transition matrix hail nn even nu mber of rows and columns equa l to n-l.

4°. Finally, in the fourth case the word is not generated by either the first class
D1 or the last D,. such that it will he certa inly generated by classes D3 and D"_I . The
transition matrix is as follows:

o

o

o

o

o

1

1

q

o

o

o

o

o

o
o

o
o

p

o

o

o

o

o

o
o , ' ,

o
o

o

o
o

o

o
o

I

1

o

o

o

o
o

(10 )

The number n of the equivalence classes is an even integer. as in the first case.
suc h that the matrix has an odd number of TOWS and columns equal to n-l .

Wt' now propOS(" to determine the two-step transition matrix for each of the
above cases . A surpris ing' result that we shall call the property of inoariance of the
trarlsltWll matrix will he obtained . It appt'urs as a specific characteristic of the process
of 11\1' gcnerut ion of words by an alte rnat ing" gene ration procedure. This is

Theorem :I . 7'11 (' transition matrix for a u-ard in a random process of
gl'n~'ratum b)· an altemaung uencrau on procedure is lfIvartantto a tu -o-step transition.

Proof ] 0. In the first case we already know that n c I is al l odd integer. Then
1'2/ -1 21_1 -1 (1 = 1.2,. ,11 21. 1', 2; ::0 (1 ::1.2....,(11- 1), ; = 1.2.....( 11 - 21 / 2)

pz, z, \ -q (i 1,2 . .. . . ( " / 21 - 1). P2, 2l+I ::tP (1 ::1,2 . .. . . ( 11 / 2) - 1)

the ot her probabilities Pv bcirur all equal to () for t-i, (i j = 1,2•...•(T1 - l). On t he ot her
bund. two consecun....e rows are different in t he following sense: if one of t hem contains
the integer l , tht' ot her contains p und fl . The rows conta in ing 1 are those of an odd
rank . while the rows conta ining p and q ore of an even rank .

We now compute the nonzero elements in two consecutive rows of the matrix
(7). Le t us consider t he TOWS k and k+ 1. If k is an even integer then . by the above
cond itions we havc Pit It ... 1 = q and PIt 1f"' 1 = p, the other elements of this row being
equal to O. For the row of rank 1~ + 1 WP got Ph I '\' ... 1 = I, the ot her ele ments of t his TOW
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being equal to 0; a s imilar result is obtained fo r the row of rank k-l .

Now we can compute the rows of rank k and k+ 1 of the two-step t ransition
matrix. We find successively:

PhI =...= Pk a-a = O. Pk k-l = c . Pu = O. Pk k+1 = p . Pk h2 =... = Pk /I - I = 0 ,

Ph .. l l =... '" Ph+1h = O. Pk+ lk .. 1 = 1. Pk+lk+2 =...= Pk+1 '1- 1 = O.

Hut th is mean s t hat the obtained matrix is identical to matrix (7). For k being
an odd integer the same result is fou nd .

2°. In the second case, ,,- 1 is an even integer and the transition probabilities
are :

P2.-12i -l = 1 (i = 1.2.....(" - 1)/2). P, 2J = 0 ( i= 1.2 . .... ln -l ). i » 1.2•.... (n - l) /2).

P2' 2l-l =q· P2. 2l-+1 =P (i= 1.2.. ... (n -3 ) /2»andp/I _I /I _2 = 1.

t he other probabil it ies Pij being all equal to 0 for i ~ j (ij = 1,2,.. .,(n- 1)).

As in the previous case the rows contain ing 1 arc those of an odd rank . while
the rows contai ning P and q are those of an even rank, except the last row which also
contains a 1 (P". I " .2 = 1). Computi ng the nonzero elements in two consecutive rows k
and k+ 1, we get (for an even integer k) .

PU-l = q and Ph .hl = P ( k = 2. 4•... . ( n - 3», the ot her elements of this row being O.
PhI h+l = 1 (k = O. 2. 4 , ... , ( n - 3 ), the other elements of this row being O.

Now we obtai n the rows of rank k and k+ 1 of t he two-step t ransition matrix:

Pk l =...= Pk k-2 = O. Ph k- l = q . Pu = O. Ph h+ l = p, Ph k+2 =...= Pk /1-1 = O.

Ph+1 1 =. ..= Pk +l k = O. Pk+1hI = 1. Ph+1k..2 =... = Pk+l /1- 1 = O.

but the last row is: Pn - l l = ... = P,, - l '1 -3 = O. P/I - l /1 -2 = 1. Pn - l ,, -1 = o. which is just

(8 ) .
3<>. Now n-I is an even integer as in the precedi ng case . We obtain:

P12 = 1. P2, 21 = l.( i = 1.2.. ... (n - I) 12). P, 2j -1 = O(i = 1.2....•(n- I).) = 1.2. ....(n - l) /2).

PZI+1 21 =q ,P2i +121+ 2 =P (I= 1. 2 • ... , (n -3 ) /2 ).

t he ot her probabilit ies PI} being all equal to 0 for i "- j (i . j = 1. 2•... , ( n - 1» .

The rows containing a 1 are those of an even rank . while the rows contain ingp
and q are those of an odd rank, except the first row which contains a l (p 12 = 1).

The rows of rank J? and Ii +1 (k be ing an even integer ) of the two-step
transit ion matrix arc the following:
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Pitt "'... '" PII II_I '" O. p•• '" 1. PII II.' "' ... '" P. n-l '" 0.

P•• II "'.. . '" P• • I II _I ", 0. PhI . "' q. P• • l hl '" O. P• • I ••2 "" p . P• • I • • 3 "" ... '" P•• l n-I = 0.

but the first row is: PII '" O. PI 2 '" 1. P13 "'... = Pi n- I '" O. whi ch is just matrix (9).

4°. In this case n- l is an odd integer. The transition probabilities are as follows

P I 2 '" O. P n- I '1 - 2 '" 1. P2, 2, '" I ( i = 1.2.....(n - 2) / 2 ).

P , 2; _1 = 0 (i = 1.2..... ( ,, - 1). j "' 1.2....•,, /2 )_ P 2,.1 2r "'q . P2i .J 2,. 2 =P (i "'1.2.....(n -4 ) /2 )

the other probabilities PIJ being al l equal to () for i ~ j U.j = 1,2, . . . ,( ,, - 1».

If h is an even integer , the rows of ra nk /( and k + I a re as follows:

PH '" 1 (k '" 2.4•. . . •n - 2 ) . the other elements of this row being equal to 0.

P' .I . '" q and P' . U . 2 '" P ( k "" 2 ,4 , ... , (n - 4 ». the other elements of this row being

O. But th is is just matrix ( 0) , and the theorem is proved.

As we have already emphasized , this is a property of invariance which
characterizes the process of the generat ion of words up to an equ ivalence. Furthermore.
because the generative sys tems that we have considered are free of any restrictions.
this property has a sufficient by large characte r .

5. PROBLEM OF REFLECTI NG BARRIERS

In this sec tio n we shall discuss the fourth case in the alternating generation
procedure in which a word is not generated by either t he first class or the last. But now
we con sider only t he equ ivalence classes of derivations in which a word is not
generated. In t his case t he nu mber of the equivalence classes of deriva t ions is an even
integer , say " = 2k. Because " <?: 2. the number of classes by which a word is not
generated is equal to " / 2.

If word w is not generated by class D, then . it will be generated by class DH I

with probability P and by class DX . I with probability q = I -p . If w is not generated by
t he first class then it will certai nly be generated by the next. and if it is not generated
by the last class then. it will ce rta inly be generated by the preceding. Evidently. this
procedure for genera t ing a word is a typ ical Markov chain.

In our case of study U' is not generated Ly the classes D'tJ;. ~ ,~ == : .2 '1 I 2.l, 'U-:' H.l

we nrc interested only in these equivalence classes. Because it is not generated by
eit her the first class /)2 or the last D" • it will certa inly be generated by D:J a nd D" .I' Let
us denote by AI the eve nt when the word is not generated by class Dz • by Az when it is
not generated by class /)• ... . by It . , s '" n / 2, when it is not generated by class D". The
transition matrix corres ponding to this case is the following:
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0 1 0 0 0 0 0 0 0

q 0 p 0 0 0 0 0 0

0 q 0 p 0 0 0 0 0

. "

0 0 0 0 0 0 q 0 p

0 0 0 0 0 0 0 1 0

We no w propose to determine the two-step transition matrix . Using the
form ula for t he t ransition probabilities we obtain the following form:

q 0 p 0 0 0 0 0 0 0 0

0 0 2 0 0 0 0 0 0 0q+ pq P
2

0 2pq 0 2 0 0 0 0 0q p 0

o
o

o

o
o

o
o
o

o
o

o

o
o

o

2
q

o
o
q

qp + p

o
o

p

This problem is of the type of reflecting barriers known in t he theory of
Markov chai ns. For example, let us consider that a pa rticle located on a straight line
moves along the line via random impacts occur ing at t imes 'I ' ta. t3, ••• • The pa rticle can
be at po ints with integral coordinates a, a +1, ... , b. At points a and b there a re
reflecting barriers. Each im pact displaces the particle to the right with probability p
a nd to the left with probability q = 1 - P so long as the particle is not located at a
barrier. If the particle is at a barrier, any impact will transfer it one unit inside t he gap
between the barriers . Thus, OUr case of the gene ration of words by an al ternati ng
generat ion procedure becomes of a special interest. Its pract ica l nat ure must also be
emphasized a nd new interesting resu lts may be obtained in t he future .
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