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Ab s t ract . In this paper we propose the use of nn iterat ive quadratic class ifications
algorithm as u nsupervised traini ng procedure in the frame-based approach to the
recogn it ion of non -stational)' patterns, \\'e present a comparative experimental analysis
of the proposed algorithm an d the well-known c-mean clust er ing algorithm. The
efficiency of these two iterat ive clu st eri ng procedures is experi me ntally evaluated
through thei r applicat ion in the robust recursive identification of the time-varying
auto regressive (AR) model of speech s ignals. ~leans and standard deviations of the
Mean Absolute Residual (MAR) criter ion as well as trajec tories of the esti ma ted AR
parameters show the superiority of the proposed procedure over the c-mca n clustering
algorithm .
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1. I" T RODUCTIO"

Statist ical pattern recogni tion methods are us ually based on the assu mpt ion
that the processes to be rec ogn ized a re s tat ionary . There a re many problems in
applying these me thods to the recognit ion of a large a mount of data ob tai ned from no n
sta t ionary processes. The mai n problems are limi ted validity and the size of the
t rain ing data set , In other words. due to data that are not stat ionary , the training data
set is valid only for a limited (u nknown) nu mber of data samples 80 that some
adaptation of classifier parameters must be made. Al80, the choice of the training data
set s ize is problemat ic. Namely, a large training data net does not guarantee the non 
statio nary data will be effect ively dealt with and a small traini ng datu set docs
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not guarantee the unbiased estimation of the classifier parameters. Due to their
complexity. these problems are very little elaborated in the literatu re . There are only
a few ideas about t he ways to find solutions.

One of these ideas is that the signal from the non-stationary data process
should he conside red in frames (I). Na mely, the proposed method consists of an
iterative un supervised training procedure to design the classifier for the given frame of
signal and its applicat ion as the initial classifier for the next frame. Based on the initial
partition of the next frame. the sa me iterative unsupervised training procedure gets
started. and so on. Gutfinger & SkJansky [1) proposed a c-mean clustering algorithm or
nearest mean reclassification rule as the unsupervised training procedure.

In this paper, we propose a more sophisticated clustering procedure to use in
the mentioned frame-based non- stationary pattern recognit ion approach. The proposed
method consists of the iteratwe application of the qu.adratic classifier (2) as the
unsuperv ised train ing proced ure for classifier design on each frame of the signal.
Namely. a final quadratic classifier for each frame of the signal is obtained from the
initial quad ratic classifier for that fra me through an iterat ive procedure of quadratic
classifications. Th e final quadratic classifier for each fra me represents the initial
classifier for the next frame of the signal. and 80 on . The efficiency of the proposed
method is experimentally evaluated and compared to the c-mean algorithm through
their application in the robust recursive identi fication of the time-varying AR model of
speech signals.

The paper is organized in the following way. The proposed method is described
in Section 2. Section 3 is ded icated to the application of the proposed method in the
robust recu rsive t ime-varying AR speech analysis. A comparative experimental analysis
is presented in Section 4. Conclusions and a summary are provided in Section 5.

2. DESCRIPTION OF THE ALGORITHM

Just like the c-mea n algorithm. the iterative quadratic classification cluste
ring algorithm is derived from the general clustering algorithm, described in (2).
Assume that we want to classify N samples , Xl • ..., XN into one of L classes. wI.···. wL.

where L is assumed to be given . The iterative quadratic classificat ion clustering
algorithm has the form:
Step l , Choose an initial partition of given data set and calculate: Pi(O ) (a pri ori class

probability ), Mi (O) (mean class vectors). and r i(O) (a class covariance matrix) for i e L,

.. J-.
Step 2. Having calculated a priori class probabilities. P jt!), mean vectors, Mim, and

covariance matrices, r jm , at the loth iteration , reclassify each Xj according to the

smal lest (l/2 )(XrMj)T r ,-1(XrMj) + (1/2) In Ir il lnPi' The a priori class probability for

Wi is estimated by the number of wi"sa mples divided by the total number of samples.

If the classifi cation of any Xj is changed, calculate Pi(l +O. M j (l+ 1), and ri(l+ 1) for the

new class assignment, and go to Step (2). Otherwise , stop.
The application of the proposed algorithm in recognizing non-stationary data

could be described by the following. The final quadratic classifier for each frame of sig-
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gnal is used as the init ial quadratic classifier for the next fra me to produce its initial
partition. 1Ja.."E"d on that in it ial partit ion the same Iterati ve clustering procedure starts
to prod~c.e .t hp final quadratic classifier for that fra me, and so on . The initial pernuon
for the initial frame of the signal is chosen heuristically.

Similar to the consideration in II J. the convergence of the proposed algorithm
depends on the following at j-ihutes of the initial calsaifier and the data. the error rate of
the initial classifier. the s ize of the signal frames, and the validity of the model used to
represent the class condit ional probability densiti es.

The efficiency of the two iterative clustering procedu res is experimentally
eval uated through their application in the robust recursive identification of the time.
varying AR mod el of speech s ignals.

3. AP PLICATION IN IlECURSIVE All SPEECH ANALYSIS

In this work, speech is used as an example of a no n-stationary s ignal . In fact,
the two iterative clusterin g procedures are applied in a combined non-robusvrobust
recursive AR speec h analysis proced ure 13) based on IU.s elgonth m with var iable
forgetting factor (VF F) to classify the residual speec h samples into two classes. T he
first class consists of "small" res idual samples and the second one consists of "big"
residual samples. T he classificat ion of the k -th residual sample selects ei the r the non
robust or the robust recurs ive AH proced ure for LPG parameter estimation at th e
(k+ lHime instance. T his me thod is based on t he well- known assumption regarding
excitation for voiced speech as an innovative process from the mixture distribution.
suc h that a large portion of the excitations are from a no rmal distribution With a very
small variance while a small portion of the glottal excitat ions are from an unknown
d istribution with a mu ch bigger variance [4). In this case. the classifi er is very s imple.
one-dimensional. and mean vectors and covariance matrices are mea ns and variances.
respectively. T he classi ficat ion consists of two steps : muializatian and odaptonon .

ln itialseation: On the initial segment of the sign al. th e init ial classifie r 18

obtained applying eit he r the c-mean cluster ing procedu re with Euclidean distance
(CEDe algori t hm ) or the iterative quadratic classification procedure (CIQG algorithm)
based on a n initial partit ion of the initial segment that is heuristical ly chosen .

Adaptati on: The initial classifier is applied in the classification of the residual
speech sa mples obtained in the proposed recu rsive AH speec h analysis procedure on the
next segment of the s ignal with N sample s ize. The result of the k-t h res idual sample
classifica tion selects either t he non-robust recu rs ive procedure (first class) or robust
recursive procedure (seco nd class ) to esti mate the vector of AH parameters in th(' k
t ime instance. The obtained vector is used to determine the (k + 1) res idual sa mple and
the procedure cont inues. The class ifica tion result of the ent ire K('gmp nt represents the
in itial partit ion of that segment and is used to start the given iterative clustering
procedure to produce the initial classifier for the next segment of /II residual samples,
and 8 0 on.

A heuristic is defined to keep this c1MSifie r in a stable state. Namely, if all
residual samples of a given segment art' classified into the same class (firs t or second )
then some special, "neut ral". value of the classi fier parumete re (heurist ically or £,xt-
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rimen tally defined ) is used to define the classifier for the next segment of the signal.

The convergence property of the proposed robust est imation algorithm is
mainly determined by the conventional RLS algorithm with VFF (non-robust recursive
procedure), since the a prior i probability of the firs t class is in most cases significantly
greather than the a priori probability of the second one (in t he case of voiced speech t he
typicaJ values are 0.9 and 0.1 respectively). T he robust part of the proposed procedure
improves the convergence propert ies, since the robust RLS procedure suppress the
influence of the spiky parts of voiced speech excitation. However , the exact theoretical
convergence analysis is on ly possible in the case of stationary signals [6J.

In the next section, a comparative experimental analysis of t he app licat ion of
CEDC and CIQC algorithms in the robust recurs ive identificati on of the time-varying
AR speech model is presented .

4. EXPERIMENTAL ANALYSIS

T he above . mentioned algorithms are compared according to the results of
time-varying AR modeling of a real speech signal. T he signal consists of five isolated
spoke n vowels Ce", "e", "i", "0" aqd "u"] from one speaker. T he signal is sampled with
fs= 10kHz and preemphasized with q= l. The algorithms are used to ident ify the AR

speech model of the 10th order. The objective quality measure is the :MAR (Mean
M

Abso lute Residual ) criterion: J == 1 / M . L Iy (i )· y(i l I, where y(i) is the speech sample
1"'1

at the i -th instance, y(i) is its linear prediction, and M is the total number of speech
samples. T he other qu al ity criteria that arc presented in this Sec t ion are: bias , variance,
adeptiveness of AR parameter es timates obtained usi ng the proposed algorithms, and
sensitivity to pitch impulses of t he obtained AR parameter estimates.

Table 1 shows means (E) and standard deviati ons (a) of the MAR criterion
values obtained through the analysis of the five vowels using the proposed robust
recursive AR speech analysis procedure with CEUC and CIQC clustering algorithms.

•

Table L Means (E) and standard deviations (0') of the MAR
criterion values obtained in the vowel analysis

CEUC CIQC
Vowel Len h E a E a

A 3690 52 .26 2.147 49.58 0.314
E 3690 74.14 0.578 72.08 0.389
I 3690 40.21 0.699 39.78 0.341
0 3690 28.22 0.475 27.88 0.793
U 3690 10 .84 0 .134 10 .81 0.248

The values presented in Table 1 are calcu lated according to the following ten
values of N (length of speech segment): 50, 70, 90, 100, 150,200, 250, 300, 350, and 400
speech samples.



M. Z. Markovic, M. Milosavljevic!. 8. KovaCevic! / Iterative Quadratic Classifications 117

As another quality criterion. .....e accepted the comparat ive methodology
present ed in (5). Namely, the estimated t rajectories are compared to th e reference
parameter trajectory obtained by th e standard LP C sliding window me-thad with the
window length sma ller than the esti ma ted pitch per-iod. In the experiments we used the
standard LPG covariance method with II slidma window length of NL =40 samples. The
tops of this t rajectory present the best parameter estimates due to the assumpt ion that
the LPC analysis window in these moments includes speech samples from th e closed 
glottis pe riod (5). Figures I, 2, 3. 4, and 5 show the est imated trajectories of the
first AR parameter (ARt) obtained using the proposed robust recursive procedure with
the application of CEUC and CIQC cluster ing- algorithms In analyzing the five vowels,
respect ively.
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FiJ.....rr-e I : T he AH, parameter t rl'ljecto r ies of the vowel A
obtained usi ng: LPC(40)· ref, CEUC. and CIQC.
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Figure 2: The AR, parameter trajectories of the vowel E
ob tumed using: LPC(40)· ref, CEl;C. and CIQC.
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Figure 3: The ARt parameter trajectories of the vowell obtai ned using:
LPC(40)-ref, CEDC. and CIQC.
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F igure 4: The ARt parameter trajectories of the vowel 0 obtained using:
LPC(40)·,ef. CEUC. and CIQC.
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F igure 5: The AHI parameter trajectories of the vowel U obtai ned usi ng:
LI'C(40)-ref, CEUC, and CIQC.
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'fable I and all the Figs , show that better results in the vowel analysis are
obtained using the proposed robust recursive procedu re with applicat ion of the CIQC
clustering algorithm for classifier design , Namely, the results in Ta ble 1 show that the
application of the CIQC a lgorithm produces the smallest objective criterion valu es (I':
values) and global lower se nsi tivity to the value of segment length N te values, except
for 0 and U). Also, all the Figs. show that the trajectory of ARl parameter est imates

obtained by the robust recu rsive AR spe-ech procedure using the CIQC algorithm has
lower bias, lower variance, more adaptiveness to the non-sta t ionarity of the model
parameters, a nd lower se nsi t ivity to the pitch impulses than the same robust recu rsive
procedure using the CELIe algo rithm for classifier design.

5, CONCLUSIONS

1n this pa~r. we presented a frame-based non-stationary pattern recognition
method based on the iterat ive quadratic classifica t ion clustering algorithm. A speech
analysis exa mple was used to compare the proposed method and the sa me nun
sta tio nary pattern recognition procedure with the c-mean clusteri ng algo rit hm. A
comparative experimental analysis was performed on a real speech signal , on Isolated
spoken vowels from one speaker . The experi mental resul ts justi fy the use of iterative
quadratic classifications instead of the c-mean clustering algorithm. It has been
observed that lower bias. lower variance, more edaptivcness . and lower pitch sensit ivity
of the estimated parameter trajectories are obtained by the proposed method.
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