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Abstract. T he problem of determinuur optimal schedu les fur the sta t ic, smgtc
mach ine sch ed u ling prnhlcm wit h the aid of CON and SLK du o date dctr-rminution
methods is co nsidered. T he objective is to m inimize the total weighted ear-liness lind
tardiness pe nalty in the case when weights are proportional to t ill' processmg times of
the respecti ve jobs. For each method, an optimization algorithm has been developed.
by means of which the set of all optima l sequences IS provided . The numcrrcel
exa mple , presen ted a ft er t he theoretical foundation . confirm!' cons idc ruuons uhout

the structu ral s im ilnr ity of the two me thods.
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I. INTRODUCTI ON

t'u lfiUing delive ry da tes seems to he ono of the most desirable performunco
cr iteria for the evaluat ion of diffe rent prod uction sched ules . The mean tardiness
criter ion has been a standard measure of conformance to duo dates , /l.lthuu~h it
ignores the conseq uences of jobs being completed ear ly. The in trod uct ion of modern
produ ction systems (e.g., Flexible Ma nufac turing lind J ust-In-Tun c Systoms t hus h rn-
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adened the range of t he applications of the above criterion, as it discourages the tardy
as well as the early completion of a job. In such environments, jobs tha t are completed
early must be held in stock until their due date, while jobs t hat are completed after
their due dates may cause serious problems to customers and/or the production
system. Therefore, an ideal schedule is the one , in which all jobs fin ish exactly on their
assigned du e dates. If this is not possible , one may try to min imize the deviations of
jobs com pletion times from t heir due dates.

The concept of penalizing both earl iness a nd tardiness has spa wned a new
and rapidly developing research direction in the area of scheduling. The variety of
works obse rve d in the earliness /tardiness (E/T>/ literatu re ste ms from the diversity of
assumptions related to the objective function of the problem. In most of t hem the
object ive is to optimize the due da te and the job sequence simu ltaneously [3]. In work
presen te d in [3], [8], [1 4], standing amongst the most prominent su rveys of the
problem, there are more than a hundred differen t variations of the object ive function.
Variations comprise different earliness and tardiness penalties, additional penal t ies,
non-linear penalties, job dependent earliness and tardiness penalt ies, du e date
to lerances, distinct du e dates and job deadlines. In addit ion, a variety of Due Date
Determination lDDD) methods has been proposed , wh ich refers to sim ple cases,
dea ling with the stat ic, s ingle machine problem with determinist ic pro cessing t im es
[7], [10], as well as to more complicated ones, that address the problem with multiple
machines [6), non-zero ready times [5] , and stochast ic processing t imes {13]. The usual
object ive is to minimize the total lateness.

A sace of the stat ic single machine problem is examined in this paper, in
which the weights of jobs are proportional to their processing times, and t wo
optimization algorithms for respective ODD methods are illustra ted. This case is quite
realistic since a relation between the processing t ime of a job and the job's value is
qu ite usual {see for exam ple [1] , [2]1 . So, the inventory cost (a ssociated with the job's
value ) can be viewed as being proportional to the processing t ime of a job. Sim ilarly, if
the profit gained from a job is proport ional to the processing t ime, the cost of a delayed
sale, du e to delayed com plet ion , may be considered as being proport ional to the
processing t ime of the job. An additional tardiness penalty du e to loss of goodwill may
also be considered as being proportional to the processing t ime. In this pa per, t he
performa nce criterion used is the minimization of to tal weighted absolu te lateness
(lo tal weighted earliness and tardiness).

In practice, appropriate weights for jobs are difficu lt to ascer tain [1). In real
wor ld scheduling sys tems the weights are often set arbitrarily, in many cases by
set t ing a ll of them equal to one. Typ ically. jobs that have longer processing t imes have
a h igher selling pr ice and , consequently, a h igher priority . In many systems both the
processing time and the weight of a job are nea rly proportional to the job's monetary
value, resulting in weights tha t a re nearly proportional to the processing t imes.
Espousing the justification given in [2J, this proport ionality models a situa t ion , in
which the unit cost of ea rliness/tardiness reflects value-added cost, which is likely to
be proportional to processing time.

The problem is ana lysed by means of two DOD methods, namely CON a nd
SLK. For each method an optimizat ion algorithm has been developed that leads to the
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set of optimal sequences. The sim ilar-ity of the abovo methods becomes clear by u Sing
8 numerical example . Both methods result in the sa int' minimum value of total
weighted absolute lateness.

2. PROBLEM FORMULATION AND ASSUMPTIONS

Let N : 11. 2• ...• n I be the set of n independen t jobs to he processed and R the
set of n! sequences g('neratRd out of the jehs of the ser rv The ussu mpnons lor the
problem are as follows :

til All jobs become available for mach ine process ing si multanenu sly,
(ii) All processing t imes p, . i E N , are detcrminlsttcs lind known IK'li ln'

processing s tar ts;
tui) Job pre-emption and job splitt ing lire nnt permit ted.

(iv) The nachine cannot process two or mo re jo bs suu u la tneously;
[ v} There will be no inserted idle t ime in the sched u le.

Let 5 denotes an arbitrary sequence in R and d [,' the job that occupu-s the

t-t h position of the sequence s . In t h... sequel. the symbolp], when used as su bsc r ipt .
denotes a variable ofajoh in this position . So, le t CII], \\or," .l.t,], f; ,], 7[1·' ~,] deno te th('

complet ion time, the waiting time, the lateness. the earliness. tln- tn rdmess lind the
essigued due date of the jo b J [i ] ' respect ively . Fina lly . let (lj.' (OJ ,) > OJ denote the

weight associated with lateness uardiness ur ea rhn essj of dV in lilly sequ ence (If H,

The weights considered here are prcporunnal to the processing times (If the respocuve
jo bs. that is or'l "" A. Pi, ]. A. > O. T he objective funct ion ( ts ) to he minimized is as follows:

• •
ft,) =~ "1' I I Cw"i' I I ' > ~ "I ' J ICH -"i'II·

I .. I I .. I
(I )

Treutirur due dates us decision va r iables reflects the pracu c« IIf setting due
dates internally , us targets to gu ide the progress nf "ho p floor activi t ies. Prescrrbing II

co m mon due date (CON method) might represent the O ISl' in whi ch different items to
he produced co nst itute II s ingle costomcr's order . ASSlJ.."'llin ~ Idt'lI l1cal dea dllWs to
these items can be seen a s an engago me nt for the snnu haneo us completion of the
com plete customer order. Sa lesman usually qu ote a common delivery date on all
orders for different items of on", client to r. alternatively, on all orders of diffe rent
clients). Furthermore , prescribing a co mmon due date might also reflect an assembly
enviro n ment, in which the com po nents shou ld all be ready a t tbe samo t ime to avoid
de lays. The rationale of the SLK method is given in [121. According to th is met hod . the
du e date of a jnh is dete rmined by adding a constan t leud t ime to its pmcpssinJ:: tune. If
the shop status is rela ti vely stable, all jobs may he giwll du e da h' s hast't! U p oll II

constant lead t ime and their processing times. regardless {If jo b content.
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In the CO N method, all jo bs are assu med to have exactly the sa me flow
allowance (due dale), denoted by h. Thus, it is d fi] = Il , 'V ,J[i] E St und ( I ) can be writ ten

as follows:

"
{CON"1 = AL p[ij! C[i j - k I·..,

T he following' theorem s hold in th is method (proofs in [4J, [5]1 :

,2'

T h e o r e m I . For any specified sequence 5, there exists an optimal value kO, the
common constant flow a llowance for all .}{;] in s , which coincides with the complet ion

t une of exactly one of the jobs in s .

T heorem 2. For a ny specified sequ ence 5, in wh ich the optimal flow al lowance , hO,
coincide s with the completion t ime, err}' of a job .flrJ- r (the position of the optimal

allowance in a sequence s ) is determined by:

r -I" r "
L "jij - L"1ij < Oand L a[i] - . L a[iJ >O.,.1 l ET / . \ ,. , +1

On t he other hand , according tn the S LK method, aU jo bs are given flow
allowances that reflect equal waiting t ime or slack, denoted by q . Thus, it is
diil = PJ,]+ q, "if J lil E S , and because of "'[q = CfiJ - PU1' { 1 ) can he writ ten as

" .
(SI.K lSl = AL p[i jI C[ ,j - p[,] - q I= AL p[,jI W[i]-q [.

,.1 ,.] ' 31

Similarly to the CON method , the following theorems arc va lid he re (proo fs
ui [4J, [5]),

Theo re m 3 . For a ny specified sequence s there exists an optimal value of q, denoted
by q', which coincides with nne uf thc waiting t imes of t ile jo bs in s.

T heorem 4. For a ny specified sequence 5, in wh ich the optimal s lac k q . coinc ides with
the wait ing t ime of a job J [r l ' r is determined by:

r _I" r"
L "j. j - L"j. j < 0 and L "jij - L a[ij > o.
/ .\ , _, , . 1 / . , +1

3. OPTIM IZATION ALGORITHMS

In this section two algorith ms nrc presented. on e for each VOO met hod , for
optimal schedu ling of II jobs ill the sta t ic, single mach ine, weigh ted absolu te la teness
proble m .
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3. 1. UHin li( the C O N m ethod

A prunary optimal sequence as .....ell as all alternative optima can be found by
the folJowtnJ: a4:onthm:

Alli(orithm I

Step I : From 8 gwen sequence S 10 R construct the sequence SLPT, by arranging
the set of jobs 10 non-tncreavmg order of their processing times .

Step 2 : US(> T heorem 2 to obtain the position r (r is the position of a job J [.

whose complet ion t ime C
Ir

] is eq ual to the optimal flow a llowa nce kO).

S tep 3: Le t It be the set of jo bs occu pying the places 1 to r in the sequence sLP1',
a nd B the set of jo bs that U(.1.:Upy the places tr + 1) to n in the same
sequence. Obtain all sequences SapttCONl dt'riv('d from all possible
combinat ions of joh s('qaul'nd ng in each of the above sets.

Theorem 6 . For any speci fied sequence s , assu m ing t ha t the .....eights of jobs are
proport ional to their processing tunes, the minim ization of the total weighted absolute
la teness is achieved by the sa,.,lCONl sequences de te rmined using the above
algorithm.

Proo r: Because of T heorems 1 a nd 2. (2 ) can be wr-itten as follows:

~ _I n

fco.'I.· (s ) =>' ~l1l j (k o -qll)+>' ~ p;.j(C'l j -k" ) =
, .1 1.'01

• A( '11)'k" - '11.)+ I>, ]'k " - "II) - '1'])+...+"I'-I]'k"- "II) - "1'1-··· - 1>,-1] } +

+ >. { 11,.1)(p[I ] +P:2t ···+p[,olj - koJ + P:r+2](Pil] + pt2t ' +Pi~ "I J + P[,021- k"J+

+...+Pl. ]'''111+'1'1+·· +"I. -I) +"I.: - k"l }.

It holds that kO= CI,] = 1'[1 ] + Pf2 1-+ ' " +P;~ ] and consequently .

fmN{S) = ). { P[1](p[2] -+ P(3j+'" +/" j)+"2j{P[3j+' " + Pi ~I ) +'" +p[, -l jP[,1+

+>. { "'~0 1JP!~ +1 1 + p!r02 ]{p[~0 1J +1"+21+" '+p[n ](p{,oq + P[~02 ' + ' " +A"nl ' } =

= AI "11)'''1', +"1'1+" ·+1','])' "I'I'P.at···+"I' )+··· +"1'- '11'.'1 I-
+{ Pir+21Pf"( -+ P[~0 3j (P['.1 1 +P:,02j-+" '+p[n:(Pi,+"0 P[ ~02 1 + " +p[n- ilJ }+

a s ' }+ ( P( ~ o l] -+ P[,02t · ' +p[nj) .

~ - 1 ,

Let fc()s(s , 1) = ~ iN ~ P(J '
/.1 ;a•• \

n I -I .. ...

fco", {:;,2 ) = I J>:' J ~ Pi;I' and fc'Os(s. 31= I P[~ l'
1.,02 J_I ol '.0, .1
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Then, fCON (s ) = ). ({CON Is, 1)+ Icox'».2 )+ fCON (s , 31) holds. The following

lemmas hold ( w e omit the proofs. s ince they a re quite obvious):

Lemma I. f(x JNls,1) is independent of the sequence of jobs occupying the places 1 to

r , and constant for a given su bsequence of s .

Lemma 2. (00,v· ls, 2) is independent of the sequence of jobs occupying the places

(r + 1) to n , and constant for a given su bsequence of s.

Keeping in mind that the posit ion r defines a set early and a set of tardy jobs
[3J. 19] one ca n observe that . because of Lemmas 1 and 2 end the form of the term

fCON ls,3l, that is a su m of squ are d processing t imes of jobs J {r+lJ to J [n l ' the

minimization of (CON (s ) can be achieved by sequencing t he shortest (n - r) jobs in the

last positions of the opt imal sequence. Fu rthermore, Lemmas 1 and 2 guarantee t hat
any possible permutation of the jobs associated with t he term
fCON{s , 1) and I or fCON(s , 2) also leads to an opt imal sequence. T he number of the

alterna tive optimal sequences of a sequence S with n jobs is rl (n-rst ,

3.2. Using the SLK method

Working similarly , a primary optimal sequence as well 8 S all alt ernative
optima can be found by the following algorithm:

Algorithm 2

Step 1: From a given sequence S in R const ruct the sequence SSPT , by arranging
the set of jobs in non-decreasing order of their processing times.

St ep 2: Use T heorem 4 to obtain t he position r tr is the position of a job J[i] whose

waiting t ime "'rr]is equal to the optimal slack q0l.

S tep 3: Let C be t he set of jobs occupying the places 1 to (r - l) in the sequence sSPT,

and D the set of jobs that occupy the places r to n in the same sequence .
Obtain all sequences soptlSLK) der ived from all possible combinations of job
sequencing in each of the a bove sets.

Theorem 6 : For any specified sequence s, assuming that the weights of jobs are
proportional to their processing times, the minimization of the total weighted absolu te
la teness is achieved by the sOpl{SLK) sequence determined using the above algorit hm.

Proof: fsLKf.. s ) has essen t ially t he same st ructu re as fco,v(s l. There fore (because of

Theo rems 3 and 4, and qO:: "frJ== Pill+Pi2l+'" +Pir-l]' (3 ) can be written as follows :

r-l "
( 5 /.KI , ) = A L PI' jlq' - 11[;jl + A L PI,] (IIj,) - q') =

1. 1 I .. r +l

= A{ Pi\),"J2J+"JJ]+'" +"J r -\ ]) +"J21'''JJ]+...+"J.-I) +" .+PI.-2JPie.t J } +
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r - 2 r- l " . i _ I

As above, le t (Sf.K ts, 1) = L PJi] L P[J]' (Sf.K (s, 2 ) = . L p[. ] L P; j ]' a nd (SJ"K (s, 3) =
. z ! J- I+ l , .. r + l j ..r

It holds t ha t (Sf.K {S) = A ' Jstx'». 1) + ( SLK (S, 2) + (SJ.K (S, 3). The following lemmas ho ld
m this case:

Lemma 3 . (SLK (s, Il is independent of the sequence of jobs occupying the places 1 to

tr · l ) and is constant for a given su bsequence of s .

Lemma 4 . (SJ.K(s, 2) is independent of the sequence of jobs occupying the places r to n

and is constant for a given subsequ ence of s.

Due to Lem mas 3 and 4 a nd to the term (SI.K (s, 3 ), that is a su m of squared

processing t imes of jo bs J fI ] toJ[r_l j' the minimization (SI,K(s) can be ach ieved by

sequencing the longest (n- r + 1) jobs in the last positions of the optimal sequence. Any
possible permutation in the former and/or in the latter su bsequ ences defined above is
a n alternative opt imal sequence. The numbe r of the alternative optimal sequ ences of a
sequence s with n jobs is tn- r+ 1)!(r-l).1=rltn- r) .1.

4. A NUMERICAL EXP ERIMENT

A set of five jobs is given with processi ng times as sh own in the fir st row of
Table 1. In Step I , a pr imary optimal sequence is obtained and after the com pu tat ion
of the posi tion r (Step 2) all t he possible alternative optimal sequences are fou nd (Step
3). All the above optimal sequences for the CON as well us for the SLK method resu lt
in (op/ls ) = 363;\', wh ile for the former method it is J~· =22 , and for the la tter q. = 19.

It is easy to observe that both algorithms, by means of which the set of a ll
optimal sequ ences is provided , have a s im ilar s t ructure. Additionally, there is II form
similar ity between t he alternative optima of the above met hods. Each one of t he
opt imal sequences can he partitioned into two su bsequences subeeq l an d subseq2 , in
respect to t he posit ion of r. For example , with re fe rence to the CON method , an
optimal sequence can be partitioned into eubeeql , with job J p]toJ[rl' and eubeeqz,

with jobs .J[r+1J to J 1n]_By interchanging the positions of subseq J a nd sllbseq2, an

optimal sequ ence for the SLK method is provided. Consequ ently, if the alternative
optima derived from the application of one method are known . then t hose derived
from the application of the othe r can be easily found. Mo re details on the for m
similar ity of the a bove met hods can be found in [11 ].
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Tah le 1: A numerical example

initia lly .s, 12, 10, 8 , 6 )
C ON method SLK m ethod

(5. 6. 8. 10. 121
r 4

(5, 6, 8, 12, 10)
(6,5,8 , 12, 10)
(6, 8, 5 , 12, 10)
<8, 5, 6, 12, 10)
(5, 8, 6 , 12, 10)
(8, 6, 5, 10, 12)
(8, 6, 5, 12, 101
(G. 5, 8, i o, 12)
(6, 8, 5, 10, 12)
(8, 5. 6, 10, 12)
15,8,6, 10, 12)

(12. 10.8.6.51
r 2

(\2, 10,5,6,8)
(\ 2,10, 6, 5, 8)
(12. 10,6,8,5)
02, 10, 8, 5, 6 )
(12 , 10.5,8,6)
00, 12.8,6,5)
t10.1 2, 5.6, 8 )
00, 12,6,5,8)
no, 12. 6, 8, 51
(10, 12,8,5. 6 )
(10. 12.5,8, 6)

Step~I ---'-~~7~ ~~~~=__
Step~2'- =-!:"=7-::-::: --'-;7"=":;""=__
Step 3

5, REMARKS AND CONCLUSION

This paper has examined the stat ic, single machine scheduling problem of
optimizing the due da te determination a nd sequencing of n jobs, when the weights of
jobs lire proportional to their processing t imes. The per forma nce cr iter ion has been
the minimiza tion of the total weighted ahsolute la teness. Both CON and SLK methods
have been used for the assignment of the appropriate due dates. Two algo rithms, one
for each method . presented, by means of which the complete set of optimal sequences
can he determined. wh ile the st ructu ral sim ila rity of the two methods has a lso been
indicated .

The abtlve work is an extension of that on the non-weighted problem fl O],
which, in comparison with previous methodologi es presented so far [9], has been
proven to give the opt imal solu t ions much fas ter. Considering com putational
complexity measu re s. the su pe riority nf the algorithm of Karaeapilidis & Peppis (1 0]
has been illustrated. s ince it requires only rl [ogn " lADs ti.c .• Multiplica tions a nd
Additions) and n assignments, while the algorithm of Gupta et al. [9) requ ires
nlogn + 7n +4 l\.tADs, 2n ass ignments and n + 3n214 compa riso ns.

The algornhms presented in this paper have the same computational
complexity , as Ii consequence of their similar st ructu re. Regarding the CON method ,
its compu tat ional co mplexity is:

S tep 1:
S tep 2:

Step 3:

requires nlogn MAOs for the constru ction of 81.1'1':

requires 2n2 MADs t in the wurst case). Our algorithm performs n times 2n
MADs in order to determine the posit ion r tsee Theorem 2 1:
requ ires n assignments fur eac h optimal sequence.
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Therefore. in the wors t case , both algo rithm s requ ire nlogll+ 2n2MAUs and II

assignments for t he dete rmination of an optimal seque nce. In order to ext ract each
al ternative opt imal sequence, n assign ments shou ld be addit ionally cha rged.
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