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Abstract. In this paper, nne new techllu)flJ.:iCltI forecesumr method , callod the
Enhanced Stepwise P rojection Muln plc Regression IESP :l.IHI, rs proposed for deahng
With the t rallie loads that an' measurement data hu t not r£>a l values It comhmes the
adjust ing- and detec t ing concepts of S PA uhe Scqoennal Projection AlgOrith m ) Wit h
the estimating method of linear regression model , and considers thl' IwriOlIJc.n1 fac tor
into forecasts if the da te ser ies ha s the pe nodical t recee. Two empi r ica l studies un the
forccasung for the Inter na tio na l Teh-communication Traffic Loads of Taiwan and the
Metropobtan Telecommu mcatmn Traffic Loads IIf Tsuper illu strate guud a nd stahlo
results by execu ting the ESPMH system.

K..ywordll: The ESPMR, The twiSt' valu e, Meaauremem data, Pf'rIIxhcall"ngth. Flag

I. It"TRODUCTIOt"

Forecesung 15 one of t he most pervesrve eleme nts uf l11anaJ;:erLuJ dece-ron
making. In telecom mu nicauon indust ry, t raffic forecas ts pley a n unportent ro ll' In

network planmne and managemen t , and fucilitu-s planmng. Predictions thnt art· tlHI

• low will cause network lind facility deficiency . Whi le predictions that lire loo hiJ,:h will
result in 8 prematu re expenoon of networks a nd facili t ies that increase cost to tlu
company.
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In the past decades. both econometric an d time series me/hods concerning the
tra ffic forecasting had made a great progress: A.J. David a nd C.D. Pack [3J proposed
the Sequential Projection Algorithm (SPA) concept in the 1979's Interna tional
Teletraffic Congress (fTC) first.

The traffi c forecasting study was greatly improved by SPA. In 1982 , C.D.
Pack and B.A. Whitaker [6J, and J .P. Moreland [5] were devoted to advanced studies
on SPA method.

They employed the Kalma n Filtering techn ique to build the smoother SPA
procedure by estimating state variables recu rsively. In 1985 . R. Warfield and M.
Rossiter [7] established a similar forecast ing method by statistical analysis to quantify
error in forecasting process. Tests using sample data indicate that the proposed
est imato r of equ ivalent measurement duration is acceptable in terms of bias a nd
variance. In 1992, H .J . Chang and l" .J . Lin (2] added the adjustment concept to the
regression model, and applied it to the In ternat ional Traffic Forecasting study. The
empir ical s tu dy illu strated tha t u sing the adjusted values to replace the measurement
data has much better resu lts on fitting model and forecasting.

In this paper , we wou ld propose one techno logical forecasting method for
dealing with the traffic loads, called the Enhanced Stepwise P rojection Multiple
Regression lES PMR) method.

Because of the Telecommunication Electronic loss , there will be some
measurement error between measu rement traffic data (measurement data) and t he
real one, even it may be very small, it is no: possible for us to get the real one directly .
Hence, we want to get a reliable base value to replace measurement doto for reducing
measurement error in ESPMR Method . According to descriptions, th is method will
combine the adjusting and detecting concepts of SPA with the est imating method of
linear regression model, and considers the periodical foetor into forecasts if the data
series has the periodical traces. That is, the measurement data will be replaced by base
values which arc derived from the proposed algorithm (or fitting regression model in
eocb stage, and the forecasts will appear the advantages ofperiodical trends.

2. THE CONCEPT OF ESPMR

The ESPMR is one of adaptive t raffic forecasting methods. T h is m ethod
combined the adjusting and detecting concepts of SPA with the estimating meth od of
linear regression model, and also considers the pe riodical factor into forecasts if the
data ser ies has the per iodical t races. It mainly consists of three character istics. They
are (1 ) modifying t he most newly measu rement data in th e forecasting procedu re to fit
a more reliable model, (2) adding the featu res of regression explanatory variables and
parameters estimating to forecast ing procedure, and (3 ) using the pe riodical factors to
update the forecasts . T he flowchart of ESPMR is shown in Figure 1, and the executing
operation of ESPMR is illu strated with Figure 2.

From Figu re 1 and F igu re 2, the procedures of ESPMR method can be
decenbed as the following:
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1. Collect all of data (including response and explanatory nariab lce r.

•
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2. Select an initial tentative [itting model by analyzin g these data , and determine the
periodical length a nd flags if data ser ies has periodical t ruces. At the same time,
de termine the minimum h istor ical record number to fit the regress ion model Lthe
given number must be greater than no. of exp lanatory variables plu s I ) in each
stage.

3. Generate the initial values uf the fit ting model. In ESPMH method , just the
same us SP A, it needs initial values to s tart the work at first s tage. In general, the
initial values are obtained by special methods. One practical method used in th is
paper will be described in sect ion 5.

4 . Estimate parameters of the fitt ing model by the base values. The base values of
first stage are t he initial values.

5. Go to step 9, if all the data have been processed. Otherwise, proce ss step 4 to step
8 repeatedly.

6. Project the next pe r iod forecast and its con fidence interval by th is model under a
given sta t ist ical s ignificance when the next me asu reme nt data is not OVN yet.

7. Detect the outlier by the cr itical va lue of the con fidence in terval. If the next
period measurement da ta lies outside the con fidence in terval, it will ri sk ut type I
error, then replace it wi th a critical value [or calculating the base value.
If two continuous ou t lie rs have the op posite directions t i.e . sign not repeated ),
then the preceding rule is satisfied (see as Figu re 31. An d if two continuous
ou t liers have the same directi ons Ii .e. sign repeated}, then there are two
condit ional cases discu ssed: (1) If the second continuous value is just the periodica l
flag , then the preceding rule of opposite directions is also satisfied in this case. At
this t ime, we will keep the character istic of first continuous value to the third
continuous value Uf there are three continuous outliers ). Lii) If the second
continuous value is not the periodi cal fl ag, then the projection trend is significan t,
we will give up the above replacing rule and the base val ue's generating algorithm .
We replace i t with the measurement da ta as the computing base value directly (see

a s Figure 4 ).
8. Get the ba se valu e by the algorithm that will be propo sed In sect ion 3. T he next

period measurement da ta (response variable da ta), forecas ting value and its
confi dence interval, and the explanatory uoriobte in formations are needed in this

step .
9. Calculate th e periodical factor, descr ibed in sect ion 4 , if the data ser ies has

periodical traces , a nd process future forecasting.

As described above , the features of the ESPM R are su m ma rized as the

following:

• The reliable base values obtained by their measurement data an d for ecas ting
values are being su bstituted for the measuremen t data during the repetitious
[itting model .
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• A reesonahlo algorithm approach to generate the base value is used. At each
stage, information from a ll past measu rement data is combined wit h the cu rrent
measurement data and then proj ected forward to form a forecast .

• We will get a smoother and reliable forecasting result by applying th e newly
periods and tile adj usted da ta to {it the regression model in each stage .

• In cast> the h istorical data series is an obviuus ascending or descending t rend . the
projection effec ts will be {ine(y expected .

• It considers the periodical Iactor in to Iorecasting values when processing the
future foreca st ing.

Data Collection
and Analysis

Ident ifica t ion of Determina t ion of Determination of Perio-
a Tentat ive Model Fitting Nu mber dical Length and Fla g

lniualizatums

Estimation of
the Parameters

-
XE'xl Peri Periodical
Data OVE>r ?

IT'"
l.Rngth _ O?

YES

XD XD

P rlljl>ct ing One Calculation of
Ahead Data Periodical Factor

I
Outlie r Detection Future

and Response Forecast ing

Computatiuns of Algorith m
Base Value & Crite rion

Figure 1. The executing- procedure for ES PMH. meth od

•
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Explanatory Data Explanatory Data

St.1~ 1: Fitt ing moo ..1IIsmA' trut.iahxations
a nd predicting next I>f'rind

a
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III

Explanatory Data

Slagi' 3 : FItting mode1usmg t he 3th to 5th
base Va1UfOS and predrcting next pprind

St-a~w 2; Fitt.mg model uSIng thf' 2lh to41h
base values a nd predicting next ppnoo

Explanatory Data

titagp -I F ittmg model ustng the 41h to 61h
base values and Ierecastmg fu ture

NOTI-:S: 1. Suppose the number for fitting model in each stage is 3.
2. Define the symbols

o is the measurement data tobso rved data l
t:. is the base value derived fro m t he algorithm in sect ion 3
o is the outlier

-+ is t he prediction value
is t he co n fidence boundry toutlie r t hrehold t

Figure 2. An Illu stration for the Operation of ESPMR Method
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Figure 3. Rensponsc of outliers (Sign not repeated )
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NOTES: L Suppose t he number for fitting model in each stagp is 3.
2 . Define the symbols

o is the measurement da ta I observed da ta I
h. is the base va lue der ived from the algoruh m til sect ion 3
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-+ is the predict ion value
is the confidence boundry {outlier threhuld j

Figu re 4 . Respo nse of ou tliers (Si~'1l repea ted!
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3. THE ALGORITHM FOR BASE VALUE

In order to get more reliable base value for each pe riod to fit linear regression
model. an algorithm for calculating the base value is proposed below.

Let's denote

1/, : the i - th adjustment facto r

1'; the i - th measurement data of response variable

} , H the i - th real value of response variable,
.

Y, the i - th forecasting value of response variable
,
Y, : the I - th base value of response variable

X, : the i - th observation of all expla natory variables

Based on the idea that a measuremen t is much more UI..'cu ra te than a forecast
for quantifying errors in forecasts [7), and the analyzed by the maximu m likelihood
method. This algorithm is based on following concepts.

•
1. If i-th measurement data is less than r-th forecast ri.e. Yi < Y, ), then the

probability of that the real value is greeter than t he forecast is not larger than the
probability of that the real value is less than the forecast .

2. If i -th measurement data is greater than i-th forecast (i.e. Yi > Y; I, then the

probability of that the real value is greater than the forecast is not smaller than
the probability of that the real values is less than the forecast.

"With the properties described. we can use the hnse value Y i that near by the

Y; to estimate Y/ . And the base value, measurement data, and forecast have followi ng

relationship for i-th period:

.\ - - .
Yj "" Y,,+HiO~ - 1'; ) "" H, 1'; +(1 - H, )1';

(3. 1.)

.,
The i-th base value Yi of response variable is the sum uf the product fur r-th

measurement data and corresponding: weight tadjustment factor 1/, ) and the product
for i-th for ecast and corresponding weight tJ -1/J . In the above formula , iJ we want to.,
get the base value Y; , the ma inly problem is hnw to obtain the adjustment factor H,
first. In the following context, we will provide a n iterat ion method ttl ca lculate the
adjustment factor and the base val ue under the ",';ven cr it ical criterion.

Defining the Retetfonshfp Betwe en Response and Esplanatory Variables

Let Gi he the function that is composed uf the response varteble and explana
tory variahies. And we assu me Gi is the functional relationship betwee n the qrowth
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ra te of measurement data and the average growth rate of explanatory variable value
fur j-th period. In order to interpret the effect IIf a )K'rce nUIJ.:1' change of the
explanato ry variable nn the response var iable. T he notation IIf the elasticity of a
variable is used for t his purpose in eco nom ics a nd business. Hem-e. we define the
formula to he

\Y,

G "r[ 6 1', 6X, J"..2\-, i " X "U ,
, , X,

(3.2.)

where 6 1-', is the growth rate of the measurement data for r-th perusd
Y,

~' is t he average growth rate nfthe explanatory va riahie va lues for loth pt'riud,

Defining the "'unction o f IIi

As we know, the values of the clast jcity may he posit ive IIr Iwgative . And the
values are independent of units in wh ich the variables a re measured. Nnw we let

1/, = G,/ 11 .. G, l (3.3.)

then we will u se this H I to modify the measurement da ta tu becnme II IIPW buse value
in each iterntjun for r-th period. The II , lind G, have the following' relati onship.

1. When G, is a positive correlation , then H , is always within t he in terval (0 ,1), lind, '

y , will also fall in tlu- interval Y, a nd 1', in each itera t ion for loth fIt-· r iod .

2, When G, is a negative cor re lation , then If, will h(· a real number. and It wi ll nut, '

warrant that the Y , ..trill be always wit hin the interval Y, a nd )~ in each it e r a t ion

for r-th period.

C a lc u la ti n g the Adjustment Fec t oe and HONC value

Now, W (' consider that if the mousurement data of loth pl.·rind lies with in the
forecasting confidence interval, then

Step I :

Step 2 :
Step 3:
Step 4:

Add one unit 6)~ value to the nu merator ofG, ¢\'('n m t:l.2.) to mcroaso the
I ',

influence of response variable .
According to t his new G, value tel update H, Irum (3.:1.).
Calculate the UPW base value from ( 3. 1,) fllr the loth period.,
'I'he given crit ical cr iter ion for g'(·tting I W W Y I (the i-t h period hmw value) is
described a s below:
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Now, we use th is factor Ps to modify forecasting value fur nag s in each fu tu re
periodicity fro m formu la (4.2.) fo r improv ing the forecasting performa nce .

--
YH m l r +j l := I~ Ys+ml r +J l i »0, 1, 2, ... .

(4 .2.1

-
where YH m lr+j l is the (s+ m (r +j )).t h forecasting value (Ong (s +m (r +j))) of response

variable
- -

Ys+ ffl lr +j l is the modifying value of Y, +m lr +J l by factor P s-

5. EMPIRICAL EXAMPLE

Because the continuo us and repet itious calculations are necessa ry , an
execu ting ESPMR system programmed in C langu age has been developed for the
empirical operation . The user prepa red input file including the measurement da ta,
in itial values, and all explanatory var iables. As executing program, the user inpu ts the
name of data file , the number for fitting model in each step, the number of
expla nato ry variables, and the periodical length a nd flags (if data series has the
periodicity) from the interactive screen of ESPMH sys te m sequentially. Finally, the
sys tem will forecast fu ture pertod forecasts according to nil of in put informa tion and
con tents of claw. file. The forma ts of input a nd ou tpu t file are shown in Appe ndix.

Two forecasting cases of Taiwan for the In ternntional Ou tgoing Traffic Loads
(the data se ries have the periodica l traces) a nd the Metropolitan Ou tgoin g Traffic
Loads of Taipei (the da ta ser ies have not periodical traces ) a re used to test t he
fea sibility of ESPMH method .

Case 1: The Forecast ing for Ten l ntemational Trunk Groups of Taiwan

The measuring t raffic load s of ten international trunk groups of Taiwan were
collected from 1988 to 1990 by four quarters (1 1 qu arterly data to tal for each t ru nk
group). They a rc extracted from the su mma ry reports of ITA tt he In ternational
'I'olocom m unice t ions Administration of 'l'aiwa n l. We analyzed the quarterly outgoing
tra ffic loads. Each quarterly bu sy hour t raffic load is equal to the average of 3·month
car ried traffic loads. The collected explanatory var iable is the number of subscr ibers
which comes from the Stat ist ical Abstract of Telecommunications published by OGT
(the Directorate General of Telecom munications).

In this study , we use t he quarterly da ta ser ies 1988·1989 to execute ESPMR
system, and select t he number to li t the model in each stage is 5. Whil~, abou t the
initial values (which are needed at the firs t stage of fit ting model ), we use one practice
method to generate in this pap<!r. Tha t is, for gett ing current per iod's ini tial value, we
ignore the current period measurement data and use the rest period data to fit one
regression model. Then, we use this model to project the forecast ing value of this
cu rren t period backwardly and use this value as the initial value . Because of using five
period da ta to fit the model in each stage, the firs t five qu arterly data of each trunk
group are gi ven to fit individual regression model and to get initial value .
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The fo:"',\PMH system forecasts the quarterty trllffic loads for te n international
t ru nk ,.,"'I'UUpSnf 'l'aiwan in 19HO (4 pe rio d s for quarterly daw flf each trunk gr ou p) . For
cnnvenient compa rison , t he mcasuronwnt <law and furocasnna resu lts of two methods
tone is ESPMH method, lind the other nne is truditiuna l regression method) arc shown
ill Table I , the fun'custillJ{ urrnrs nnd MAPE lire shown in Tuhle 2.

C8HC 2 : Th e Forecas ting for Seven Exchange Areas of Ta ipei

The IlwHsurmg trHffic Illads of seve n excha nge a reas nf Taipei we re collected
from 1985 til 1992. They lire extracted from the yearly traffic su m ma ry reports of
NTT A It hc North Taiwan Telocommunicatum Administrat ion ). The collected
oxpla muory vur iablu is the 110 . of su bsc r ibes wh ich comes from the market ing
depnrt .mont of NT T A.

In this study, we US{' the data ser ies 1985· 1990 U I establish simple regression
model, and selec t the number UI fit the model in each stage is 4 . And then, we also
ernployeo the sarne method t ha t is mentioned in Case 1 to ge ne rate ini tial values
re peatedly. Bcceuse of using Iour pe r jod data U, fit t he model in eac h stage, the first
four yeur datil ( I!I85- 19881 nf each exchange area are given t tl fit individual regression
mudd lind to ge t mitial valu e.

The ESI'M H system forecasts the uutgoing traffic loads for seven exch ange
urt'lIS of TailX'i Irom 199 1 UI 1993. As the Case I , fur convenient comparison . the
rnonsurement dllw lind forecasting results of two methods (one is ESPMR method,
lind the other one is t rmhtional regression method ) are also shown in Table 3. the
fort'CIlsting e r rors and l\olAI'E are shown in Table 4.

From the re sults of tables , we could see clearly that the average MAPE value
of ES I'MH Mt't l\lld is much lowe r thun the trndit.ionu l regr ession tespecially C IIS(' 21
lind till' ESPM I{ Ml,thud which hns muru numbe rs nf forecasts is ruure accu rate than
the t rudi ti nna l methud tfru m the absolute erro r po int l. That is . the forecasts of
ESPMH method lire mnre stable than traditional regr ession method for must
in ternational t ru nk ~"'I'OU ps lind exchange a reas. It appears tha t the ESPMR method is
more smooth and n- linhle as wpli as some good forecasting methods.
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Table 1. The Quarterly Traffic Load Forecasts (Measureme nt Datu) of Ten
International Trunk Groups by ES PMH and Truditiunal methods

tE lUIlI : r

Trunk Group 1990
Name Quarter 1 2 3 4
France measurement 3057.24 3374 .09 3290 .46 392863

ESPMH 30 14.70 3220.20 2969.80 352 1.51
r~ssion 3 163.08 3406.90 3602.60 376·1.40

Fin hmd measurement 25 1.98 278.08 238.08 326.12
ESPMH 272.84 295.00 243.97 327.49

r~ssion 267.63 288.95 306.06 320 .21
Sweden measu rement 1026.70 1100.90 950.73 1151.48

ESPMR 1013.05 1187.50 98 1.27 1179.79
r£S!!ssion 1040 .56 1113.73 1172.47 1221.02

Spain measurement 790.01 933 .74 807.77 1022.05
ESPMH 785.94 970.36 735.72 92 1.62

r~ssion 8 17.06 88 1.06 932.42 974.89

Italy measu rement 1950.97 2297.58 1887.04 2343.48
ESPMH 1930 01 2355.23 1678 .96 2205.26

reer ess ion 1974.58 2100 .27 220 1.15 2284.55

Ireland measu rement 145.4 2 165.5 1 158.95 167.03
ESPMH 138.44 164.22 160.82 169 .06

r~ssion 141.28 154.54 165.18 173.98

Austria 863.68 979.65 986.84 1059.23measurement
ESPMH 878 .92 944 .77 898 .50 1041.:H

reeresston 908 .28 983.46 1043.80 1093.23

Mexico mea surement 237.28 285 .29 3 18.87 34 1.78

ESPM H 266.15 292.80 314 .19 33 1.88

reeression 275.81 306 .29 330 .76 350 .99

U.S.A. mea surement 80 765.45 86370.16 9 181320 95005 .79

ESPMH 79323.34 85705.73 87744.27 90844.08

r~ssion 789 12.10 83544.07 87261.80 90335.40

Canada 6557.78 7154 .52 7584 .79 8286.47measurem ent
ESPMH 6331.89 6964 .94 7335.94 7705.55

r~ssion 6284.70 6832 .08 7269 ,63 7632 .20
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Table 2. The International Ttraffic Load Forecasting Errors and MAPEs for Ten
Trunk Groups by ESPMR and Regression Met hod

unit : Erl.
Quarter for 1990

Countrv Name I 2 3 4 MAPE

France 42.54 153.89 320.66 407.12 0.06498
-105.84 -32.81 -312.14 164.23 0.04510

Finland -20.86 -16.92 -5.89 -1.37 0.04024
-15.65 -10.87 -67.99 5.91 0.09806

Sweden 13.65 -86.60 -30.54 -28.31 0.03666
-13.86 -12.84 -221.74 -69.54 0.07898

Spain 4.07 -36.62 72.05 100.43 0.05765
-27.05 52.68 -124 .65 47.16 0.07234

Italy 20.65 -57.65 208 .09 138.23 0 .05104
-23.62 197.31 -314.11 58.93 0.07217

Ireland 6.98 1.29 -1.87 -2.03 0.01639
4.14 10.97 -6.23 -6.95 0.04040

Austria -15.24 34.88 88.34 17.92 0.03932
-44.60 -3.81 -56.97 -34.46 0.03571

Mexico -28.87 -7.51 4.68 9.90 0.04535
-38.53 -21.00 -11.89 -9.21 0.07365

U.S.A. 1442.11 664.43 4068.94 4161.71 0.02841
1853.35 2826.09 4551.4 1 4670 .39 0.03860

Canada 225 .90 189.58 248 .85 580.93 0.04085
273 .08 323.43 315.16 654 .27 0 .05181

Average 0 .04209
0.06068

Note s: (l ) the first forecasting error (just as 42.54 of first quarter in France) is
generated by ESPMR method.

(2 ) the second forecasting error (just as -105.84 of first quarter in France)
is generated by Regression method.
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Table 3. The Outgoing Traffic Load Forecasts for Se ven Exchange
Areas of Taipei by ESPMR and Regression method

. E Iu nit : r
Exchanee Area Year 1991 I 1992 I 1993

East Ar ea measurement 30866.5 34583 .3 38 155.6
ESP~lR 3 1505.7 35628.8 40110.4

r~ssion 32005.2 36300.5 40969. 1
Sou th Area measurement 29703.2 33053.4 36142.3

ESP.\lR 30050A 33775.2 37823.9
r~ssion 30 776.7 34758 .0 39085.6

North Area measurement 17935.3 19297.4 20711.2
ESP.\tR 18343.8 20161.3 22136.8

r~ssion 18809.3 20789 .1 22941.1
West Area measurement 14273_2 16428 .0 18610.9

ESP.\IR 14015.1 15845.9 17835.9
r~s.sion 13993.7 15825.5 17816_6

South Suburb measu rement 11422.6 12437.1 13366.2
ESPMR 11609.5 12849.1 14196.5

regression 11846.4 13168_1 14604.9
North Suburb measurement 997 1.4 \l0 1O.5 12202.1

ESP~1R 101 38.7 11406.9 12785.3
r~ssion 10 191.4 11479.6 12879.8

Keelung Area 4185.9 451 1.7 486 7.1measurement
ESP~IR 4236.0 4606.1 500 B.5

rezressron 4254 .7 4630.1 5038.3
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Table 4. The Traffic Load forecasting Errors and MAPEs for Seven
Exchange Areas of Taipei by ESPMR and Regression Method

un it : Erl.
Year

Exchenee Area 1991 1992 \ 993 MAPE
East Area -639.2 -1045.5 -1954.8 0.03404

-1138.7 -1717.2 -28\ 3.5 0.05341
South Areu -347.2 -721.8 -\ 681.6 0.02667

-\073.5 -1704.6 -2943 .3 0.05637
North Area -408.5 -863.9 -1425.6 0.04542

-874 .0 -149 1.7 -2229.9 0.07787
West Area 258 .\ 582.1 775.0 0.03 \72

279 .5 602.5 794.3 0.03295
Sou th Suburb -\ 86.9 -4 12.0 -830.3 0.03717

-423.8 -731.0 -1238.7 0.0628 \
North Suburb -\67.3 -396.4 -583 .2 0.03350

-220.0 -469. \ -677.7 0.04005
Keelung Area -50. \ -94.4 -14 1.4 0.02050

-68.8 -118 .4 -171.2 0.02584
Aveerge 0.03273

0.04990

Notes: (l ) the first for ecasting er ror (just as -639.2 of 199 1 in East Area ) is
gene rated by ESPMR method.

(2) the second forecast ing e rror (just as -1138.7 of 199 1 in East Area ) is
gene rated by Regression method.



1I.J Chang and F.J Lin ' FON"Ca.~ting Telecommumcanon Traffic

6. CONCLUSIONS

2111

In this paper, one Il('W technologi cal forecasting method , ESPMH , is proposed
for dealing with the traffic loads which an' measu rement data hut not real va lues. It
cnmhines the adjusting and detecnng concepts of SPA with the estimat ing: met hod of
linear regression model , and co nsiders the pe riodical factor into forecasts if the data
series has the pe riodical t races . We integra te the concepts of stepwise adjusting baM'
value, a compu t ing algorithm, regression model funng. and the period ical factor
together to carry out a smoother forecas t ing resu lt . Because the conunuous a nd
repennous calcu lations a n ' necessary, lin executuur ESPMH system progr ammed in C
langu age has heen developed fur the empir ical study. From empir tcal cases , we ~1Il

find the forecas ts of ESPMH method are more smooth and reliable as well as S O IlW

good forecasting methods. It appears that the ESPMH is one good method .

In order to en hance the Stepwise Proje-ction Method studies, we may suggt'st
further s tudy direction s to develop newly calcu lating algorithms for base value as
possible to improve forecast ing effect .
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APPENDIX

(1) The form of input me :

No. measu rement base value e!E..lanatorv variable
01 1457.85 1638.80 5000036
02 1881.54 1727.28 512052 1
03 1736.90 2018.88 5240251
04 2292.56 2100.76 5332285
05 2403.08 2278.45 543 1556
06 2713.04 0 5566834
07 2516.59 0 5692 183
08 2936.10 0 5822663
09 0 0 5945244
10 0 0 6089398
11 0 0 6205100
12 0 0 6300755

( 1) The form of output me :

No. of fitting model for each stage-5
Periodical Length= 4 t'lags = 2,3
Total data - 12 Historical data e S Forecasts e a

No. measurement base value forecast low ~
1 1457.85 1638.80 .. .. ..
2 188 1.54 1727.28 .. .. . .

3 1736.90 20 18.88 .. .. ..
4 2292.56 2100.76 .. .. ..
5 2403.08 2278.45 .. .. ..
6 2713.04 2671.95 2478.74 2243.49 271 4.00
7 25 16.59 2430 .60 2868.56 2554 .15 3182.96
8 2936.10 2910.60 2748.00 1951.89 3544.10
9 .. .. 3014.70 2 190.13 3839.26

10 .. .. 3220.20 2458.48 4590.69
11 .. .. 2969.80 1997.99 3941.60
12 .. .. 3521.51 3963.76 4745.93


