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Abstract : The pa{X'r stu dies linear lexicographic problems and suggests a scheme
under wh ich the second dual recovers the primal. Lexicographic in terpretation of
duality in improper linear progr-amming problems is also considered .
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1. INTRODUCTION

A construction of linea r lexicographic problem (lex-problem ) is proposed that
makes it possible to formulate a dual /ex-problem sa t isfying the conditions: let Llt'~ be
the original lex-problem and let 181 be the sche me of forming its dual. then

( L~... )18I = L lt'.1J . A version of lex-dualit}· theo rem is presented. which is dis tinct from

that given by Theorem 1 in author's paper (I] .

By lexicographic tsu ccesstve) programming problem with a feasible set

.\1 c R" and an ordered (a ccord ing to their "importance ") system of functions

f,,(x )•. ..•frlx ) defined on M eR" is meant the ser ies of problems :

max l(,~ (x) Ix eM I.
max If''.1 (x) I xeA rg (J .hn .

max Ifo(x ) Ix eArg (J .IJl .

( I.k )
11 .k-U

u .o:

•

where th e h Ath objective is the most important one and the O-th is the least important .

For a n a rbit rary ordering p = (I" •.._. io) of indices III ~ the problem formula ted

al)(")\'l' ....rill be written down as

. ) 'The wor k has bee n fi nancially supported by rhe Ru ssian Fund or Fundanwnlal Resea rch t propi
code 9;~-0I -0I)4HI .
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tnaXp IF (x ) IxeMI.

For the sake ofdefiniteness we assume that p =(k, k-l•....Ol so that

F Ix )= ( fit (x )•...J o (x) IT

2. CONDITIONS FOR SYMMETRIC DUALITY

Consider 8 dual pair of linear lexicographic optimization pro blems m the
following setting:

{2J

(3)

Here C = { cJ•...•Ck J. c, e R" (Ci is a co lumn vector); B = [b/•...,btl. bj eR m (hJ is a
column vector); R I s r 2: 0 and R* :) R 2: 0 are vector parameters. p and q are the

[
e
T
,] [R

T"]
orderings of indices defining the vectors T ' T·

"0 " bou

Corresponding scalarized problems assu me the form :

Lu al : max I lco. x ) + (crx. R I IAr S bo + Br. x ~ 0 1.

L:cnl : min l lbo. ld + IBTu• r ) IA TlI2:CO+ CR, Il 2:0 1.

(4 1

151

The 0·dtl lllity theo re m linking problem s {2J lind (3) consists in the realizatio n
of the scheme:

L1.... Arg L~I

~

"H ( ' ) J. t

Lt Arg L~l
~

Scheme I
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Arg
Here by "':' is denoted the transition to a new problem wit h retention of the

optimal set , i.e. Arg L/,.. = Arg Lu a1 • Arg~.I "" Arg~l . Problems Lu m and L".n.l
• are related by class ical duality.

Fur problem (2) we introduce the following condit ion: t here exists a sequence
of indices O,i /o- ...iJ, suc h that

e" E CQ1U!1 -c1••1
, .•.•- ,.; ~ .af .... ,a!.... l t6l

where s = k....,O and 10 = o. I oJ 17-1 denote s the rows of matrix A and I-am ., I:zl
denotes the u n it co -ordinate vectors of R".

Lem m a I. Problem (2 ) wltlz a consistent system of constraints ( thai is
Mlr ) = I x ~ 0 I Ax 5 bo + Br I ;10 Q1 ) is solvable for some ordering of fun ctions I t Ci ,

.r l} ~ if an d only if th e cond ition W) hold s; (or all th ai (i~ ... . .1 , .O J can play the role of

ordering p .

Pr o 0 ( . T he proof consists of sequential applications of t he well- known
condition of solvability of linear programming problem (LP J:
the prob lem max Ill'. x l I Ax ~ b. x ~ 0 I with n eonststent system of contraints is
so lvable if and only if the system A T n 2:: C, /4 2:: 0 is cousrstent le HI, or (in the other
form l if a nd only if

Indeed, s ince prob lem (2) is solvable for some P = (' i ... . . " .0 ), the followi ng LP
problems art> so lva ble

max Ilc,t x) Ix e .\flrl I ( =: ai'.

max I(c'i_I' x ) Ix e MlrJ. - (c'i ' x ) S -a t l t e : ai .l l,

a nd so un . Therefore according tu (7) we have

I ,"'." .co. e cone aJ'1 '

c'i_l EL'(J1U! I - c'''. o l. · .. , am. " I

and so un . After a ll. solvability of the final LP problem

max l{co. x J lx eAflr l , - (c" x l S -us• s=k..." l l•

gives U ti the re lation (61 .

Clearly, an inverse cha in of reasonings is valid too .
Proof of Lem ma I is completed.
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Hem a rk. For problem (31. the condition which is ana logou s tH t 6 1 will
coustst of the following: inclusions which mu st he valid

f 8 ) "

where s = 0,....,1 and So ;:. 0; I h, Ii' donates the columns of mat r ix A a nd I - h" . } 17••
denotes the unit co-ordinate vec tors of H"' . To he su re that this is true it is su fficu-nt
til transform problem {3l into the form of proble m 121 by mea ns of elementary
transformations.

Lemma 2. Let problem (2 ) be solvable for some P aMI r z O. T hen there ex ists a
nonempty range of uclu ee H ~ 0 such that problem (4) I S solvable. Moreover. the choice
of correspond ing H does nol depend on the realizatio n nf the r ight -hand-side vecto r
hlJ +Br, in pa rticu la r , it docs not depend on r (see [ 2. Lem ma 3. Jl. 767}J.

T he extende d vorsinn of th is statement can he for mula ted as follows.

Lem ma a, Let r ~ 0 and R ;:: 0 be such that the cons trained evetem« tn

problems (2 ) and (3 ) arc consistent, T heil there eXIsts a nonempty range of val III'S

r ~ 0 and H 2:: 0 such that for the scolarltzed p roblems

max ltco. xl +i CR , x) I Ax s:bo +Br, x ~O I ,

min ! I% ,II I + tBr ./l ) IAT/l 2: Co +CR. II ~ O I

the following relations ho ld:

(9 1

(101

Arg L".J: = Argt9 1x '21, A rg L,~~ = A rgt I01 x '21.

As it has already be en mentioned, duality theorem in [ex -opt uu izut ion
cons ists in realiza tion uf Sche me I u nder some assum ptions. winch can be of different
natu re .

Let us int roduce the following condition :

3 ru > 0: B rn >O. \ I II

T heo rem I. LeI ccndinons (6 ), (8) and (1 I I hold. Then th ere exi st ordering«

p and q of systems of [unct ions ! e;·x I ~ and I bJ /I l~ . and parameter vectors II> 0 and

r >O IH e R I/ , r e Nt ) sucli that Scheme 1 is realized.

P r (J 0 f. Frrs t of all, we note tha t condition t i l) implies consistency of system
Ax s: bu +Hr for some r =t r , t >O. This follo ws from t he fact that the inequality

htl + tor O!: Ai" holds for each x O!: 0 lind for it su ffic ient ly la rJ:e ~l > O.

Now, if M tr ) #- 0 and condit ion (6 ) holds , accorduur til Le mma 1, there' e x is ts

IIU urd('nng uf indices I J I ~ suc h that prublcm L in is solvable. Assu me that
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p=- {k •...•O). T hen , by Lemma 2, there exists R :> 0 such that Arg LII~ = Arg Luol lind

this property ti.e . the u pper line of Scheme I I dot's not depend on r , Mllr(' l JVer, If this- -
property ho lds for R , t hen it holds for any (H . t » 0 ( Sl' p the proof of Lemma 3 in

12J I.
Solvability of problem L scll l implies solvability IIf the dual t in /I dllssie<tl

S(>nS(> I problem

T heil till' sit ua tion considered above occurs. Since condition (8 ) holds , there ('Xlsls a n

ordl' r ing: q of indices I i I j) ( a SSU llW that q ;;;; I 1,.... .,0)) lind r :> 0 such that the

prohlcm

( 12)

is snlvahlc and

Arg t12 l = Arg L$NII I r .. ;

Thus II system of t ransit ions

r --t p ----j. Jl

R --Jo q --t r

has IH-"f:'11 cont ructed. Since. as it has lx-cn ment ioned earfier, the choice of R dol'S not

depend on r, and the choice of r does nut dependun R . we ca n equ a te r a nd r lit may
be nec essary to su bstit ute r by I r In o rder to provide that .\f{r ) ~ 01,

With r >0 and R >0 thus constructed. the proof of Theorem 1 is completed .

H e III II r k. Condition s of Theorem 1 may hI' chosen in such H way that
rea lizat ion of Scheme 1 will become possible for IIny «rdenugs p a nd q. E.g . conditi ons
provi ding the consistency of t he inequaluy systems

Ar- :S: bJ' )= 0. 1. . . . . .t. n ,Tll ::?: CO' 1 = O. I .. . .. . k a re valid

3. APPLICATIONS TO IMPHOPER
Llm;AR PHOGHAMMING PHOIlLEMS

Now we consider lexicographic interpre tati on of duality III un proJX'r lmear
program ming problems (3].
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A pair of dual LP prohlems

L max tc. x ),
Ax <b
r >O

I. ' : m m (b, II l,
AT /I ~ c

I. z 0

which are not su pposed to lx· solvable , can he put in to cor respodence with the pair of
problems:

mo
J' :lllax l l c, x l -~RJ U (AJx - bJ )"' 16 1¥ S bo , x 2:: 0 , ltr' l~ ~ T" i= I , .... . no l.

,_I
" 0

p. ; min I (b, It ) + L Ii Il(c' - H,TIl )--- Il ; I Brfu 2: co, II 2:: 0,Illv II ~ S HJ , ) = 1,.... , 111() I.
,. ,

Problems l' and 1'# are re la ted by the du ali ty theorem in the cla ss ical formulation [:J).

li en ' l bJ I a nd I IV I , I c' I lind I x i I are pa ruuo ns of vectors b and /I , c and x
that correspond to the partitions of matr ix A in to hu r tzont al a nd vertical suhmatr -ices

: A, I and I H, I: A =[ '" ] ={811 " .. 8 "0 I; III · 16 I and I II · III I are a rbitra ry norms m
Amo

the cor respond ing spaces , a . Il ~. II . II ; a re norms dual to the m: IN) 1 and IT, l a re

systems of nonnega nve parameters: ( . ) ... denotes a vector obtained from vecto r I . I
by subst ituting zeros for Its negative components .

Functions fJ ( x ) = I ( AJx -bJ r" ~ a nd g, l/l ) = N {c' - B,TI~ ) " II; represent the

res iduals of su bsyste ms A"x S bJ a nd B,Tu 2:: e' , J = I , ... , "tn. I = 1, 110 and may

he orde red accordin g to the pe rmuta t ions p = (111 0 , .... , I l a nd q = (no , It . which can

IJ(' in terpreted as an tJ rdpring- (according to their "importance"! of subsystem s uf

restrictions l .t\J.r s bJ 1;;'° a nd 1B,TU ~ c' I~u . Su bsystems ,\o.r s bO . x ~ 0 a nd

nJ'1I 2:: c''. II 2:: 0 a ro in terpreted as directive res tncnons a nd in view of th is fact they

are supposed to he cousrstent . Hasod on the given in terpretations we a m form ulate
t ilt' following pair nf lexuxnrruphic optim ization problems:

Pt..... :max p iF {x) I .r E Allrn ,

I~~i : mmq I GlId I II E: ,\f · ,RH.

where "'Ix ) "" ( - ("'0 Ix l, .. .• - (1' x Lfc , x )IT , Glu I = (C"o (141•....• CI ( tI). (b. It ) JT ; ,\11r )a nd

M · 'RJ a re feasible sets of problems J' and p• . In lexicogra phic setungs Pp a nd J'q- .
functions tc . xl an d (b, /II occupy lac(''C lrdmg to their "im po rtnnce"! t he las...t places III
the correspoodmg lists.
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Theorem 2. Let the norms Ill· Ih I, III · III I be monotone (together with their
duals) and piecewise linear, Then there exists a nonempty range of r z 0 and H 2: 0,
which can be construc tioeiy d e/ermin ed , such thai

Arg P = Arg Pp -;. 0 , Arg ptJ = Arg P: "# 0 , opt P = opt p tJ
•

,

•

The con ten t of Theorem 2 is pictu red in Scheme 2:

I- I' Argo PI".
~

( -) J.i , #) >1 (/er )>1

L" 1" Arg I1:~
~

Scheme 2
•

The p r (I I) f of Theore m 2, which is too cu mbersome but essent ially the
same as that of Theore m 1, is omitted.

In the sequel we sha ll Iocus on u pa rticu lar cast! uf Theore m 2, wh ich is uf

independent Interest . Let Aox :s: bO , x ~ 0 and Ur n 2: co, II ~ 0 Ill' maximal

consistent su bsystems (MCS ) of constraint sys tems of problems P a nd r «, and , fer the
sake of definiteness, le t (0J' x) :s: b

J
, j=1.. .. . k, Ih, ./t) 2: c.. . = 1•....• 1 be the

remainders of these systems. Now thut the values of I0J' x l -bJ and C, -( h" Il) are

positive on the s olution sets of the chosen MeS's. If Wt' pu t A J .= a J la rnw vectort,

H, .= Ci (a colu mn vector ], P and ptJ assume the form :

•
PI.: max l <t:.x)- L RJ ( f0J'x l -b/l l Aox s bO, x~ a.x, S r" 1 = 1, .. ..• / 1;/.,

I
pt :min l (b,/I)+ L1j(C, -(~,1l11 IBlu ~ c. U 2:0, it / s RI' j .= l ..... , k l .

,. )

We define matrices A and 8 by the equalit ies A = [~] = [8 Bo l; let

p = \k.k -I•. . . . ,OI and q = li.l -l, .. ..• OJ be orderings which are used to relate

problems PI. and pl to the following lex-problems:
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where M( r ) = l x 2 0 I Aox ~ bo , x, S r, , ' =I•. . . .• I},

."- fRl = Iu 2 0186" 2 e''. II ) S RJ' j == I.. ... . k I .

T heorem 3 . There exists a nonempty rongc of parameter... r 2 0 and R 2 0,
willch can be consirucuuely determined, such that an analog of Scheme 2 rs realized

(where, In this situation, Pt. and I't are used III place of P and p #l J.

H t! 111 II r k. T he ide!! of "schematizing' duality ou tside lineur prugrummtng
got'S ha ck to the lIuthor 's a nd Astafiev's 19 76 bonk [41 . L uter the ir sche mes hnve heen
used and exte nde d by several authors {e .g. [5·6]1.

4. CONCLUSIONS

This paJX'r thro ws 1i~ht upon some ques t ions of sym met r ic loxicogre phieal
duality for opt im ization problems in lin ear setting. Model" of such duali ty are not only
nf acade m ic in teres t : e.g. the application to improper optimiza t ion problems gt ves a n
opportunity to a nalyse the con t radictory problems, where both the cntcr ta l function
lind the functions defining constra ints art' arrang('d according til their signif icance for
sumeone. T he au thor believes that the dual sche me proposed abuvo certainly admits u
t ransposit ion unto some cla sses of nonlinear optimization problem s.
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