ASYMPTOTIC SOLUTION FOR THE DARCY–BRINKMAN–BOUSSINESQ FLOW IN A PIPE WITH HELICOIDAL SHAPE

Igor Pažanin

Abstract. We study the fluid flow and heat transfer in a helical pipe filled with a sparsely packed porous medium. Motivated by the engineering applications, pipe’s thickness and the distance between two coils of the helix have the same small order of magnitude, whereas the fluid inside the pipe is assumed to be cooled (or heated) by the exterior medium. After writing the dimensionless Darcy–Brinkman–Boussinesq system in curvilinear coordinates, we employ the multi-scale expansion technique to formally derive the effective model valid for small Brinkman–Darcy number. The obtained asymptotic solution is given in the explicit form which is important with regards to numerical simulations. Comparison with our previous results on the straight-pipe flow is also provided.

1. Introduction

Due to its importance from the practical point of view, curved-pipe flows have been the subject of numerous investigations for many years. The pioneer researcher is Dean [1] who studied the fluid flow through a curved circular pipe by the perturbation method, back in 1927. Among various geometries of the curved pipe, helically coiled pipe seems to attract the most attention due to its compactness–increased surface of the pipe within the same volume. In view of that, one can find many papers dealing with the helical-pipe flow, both theoretically and experimentally. Here we mention only those that influenced our work. The isothermal fluid flow through a helical pipe with no porous structure inside has been investigated in [2–11]. The main idea in the analytical papers of those was to employ the curvilinear coordinates attached to the Frenet basis of the helix and to write the governing equations in such basis. A comprehensive overview of the work done on flow and heat transfer characteristics in curved tubes has been provided in [12] and we refer the reader to the large list of references therein. Asymptotic behavior
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of the heat flow through a pipe with helicoidal shape has been investigated in [13] by the author of the present paper (see also [14] for the general curved pipe).

Our goal here is to address a non-isothermal fluid flow through a helical pipe filled with sparsely packed porous medium. We assume that the pipe’s thickness and the helix step (the distance between two coils of the helix) have the same small order \( O(\varepsilon) \), \( 0 < \varepsilon \ll 1 \), while the diameter of the helix is of order \( O(1) \) (see Figure 1). Such assumptions cover a large variety of realistic coiled pipes appearing naturally in many applications, in particular those related to geophysical systems.

To keep the considered problem in line with the applications, the pipe is supposed to be plunged in an exterior bath maintained at a temperature different than the fluid temperature inside the pipe. To describe the porous medium flow inside the pipe, we employ a fully coupled nonlinear Darcy–Brinkman–Boussinesq (DBB) model. DBB model represents the thermodynamic closure of the Brinkman-extended Darcy flow model which allows physically relevant no-slip condition to be imposed on an impermeable boundary (see e.g. [15, 16]). Boussinesq approximation is based on the assumption that the variations of the fluid density can be ignored everywhere except in the vital buoyancy term involving the thermal expansion coefficient. We refer the reader to [17–19].

The survey of the existing literature on the subject indicates that the analytical results have been reported mostly for straight-pipe flows, see e.g., [20–22]. In the case of the porous medium occupying the helical pipe, it seems that only one result has been published, namely by Nield and Kuznetsov [23] (see also [24] for numerical simulations). In [23], the authors employ the simple Darcy model (which cannot handle the no-slip boundary condition imposed on an impermeable wall) and present the perturbation analysis in the case when the curvature \( \kappa \) and the torsion \( \tau \) of the pipe’s central curve are both \( O(\varepsilon) \). No heat exchange between the fluid inside the pipe and the surrounding medium is taken into account. In the present paper, we aim to study the more general Darcy–Brinkman–Boussinesq flow and, in addition, we allow the heat exchange through the pipe’s lateral boundary by prescribing the Robin boundary condition. Moreover, the helical pipe under consideration is such that \( \kappa = O(1) \) and \( \tau = O(\varepsilon) \) making the problem more challenging from the point of view of asymptotic analysis. Indeed, in this setting, Frenet basis depends on small parameter \( \varepsilon \) in an inconvenient way (it follows the pipe’s coils and thus oscillates with period \( \varepsilon \)) and certain precautions in that direction should be undertaken.

The paper is organized as follows. In Section 2, we describe the domain’s geometry and introduce the flow equations endowed with the boundary conditions. We choose to work in non-dimensional setting because we aim to compare the characteristic numbers of the problem with small parameter \( \varepsilon \). In Section 3, we write the governing problem in curvilinear coordinates using the modified basis appropriate for further asymptotic analysis. In Section 4, we use the two-scale expansion technique (with respect to \( \varepsilon \)) to derive the asymptotic approximation for the unknown velocity, pressure and temperature of the fluid. It should be emphasized that we manage to explicitly compute the zero-order approximation and also the higher-order correctors and that represents our main contribution.
By doing that, we can straightforwardly compare the obtained results with the one obtained for straight-pipe flow in Beneš and Pažanin [22] (see Section 5) and detect the effects of pipe’s distortion on the macroscopic flow. In Section 5 we also comment on the possible outcomes of the theoretical error analysis. To conclude, we firmly believe that provided higher-order asymptotic model can upgrade the numerical simulations of helical pipe flows and improve the known engineering practice related to thermoconductive porous medium flow.

2. Description of the problem

2.1. The geometry of the domain. Let \((e_1, e_2, e_3)\) be the orthonormal basis as depicted in Figure 1. We assume that the pipe’s central curve follows a helix given by a parametrization:

\[
r_\epsilon(x_1) = x_1 e_1 + a \cos \frac{x_1}{\epsilon} e_2 + a \sin \frac{x_1}{\epsilon} e_3, \quad x_1 \in [0, 1],
\]

where \(a > 0\) is a (non-dimensional) given parameter.

![Figure 1. Helical pipe.](image)

The corresponding Frenet basis attached to a helix is computed as follows:

\[
t_\epsilon(x_1) = \frac{1}{\|\frac{dr_\epsilon}{dx_1}\|} \frac{dr_\epsilon}{dx_1} = \frac{1}{\sqrt{a^2 + \epsilon^2}} \left( \epsilon e_1 - a \sin \frac{x_1}{\epsilon} e_2 + a \cos \frac{x_1}{\epsilon} e_3 \right),
\]

\[
n_\epsilon(x_1) = \frac{1}{\|\frac{dt_\epsilon}{dx_1}\|} \frac{dt_\epsilon}{dx_1} = - \cos \frac{x_1}{\epsilon} e_2 - \sin \frac{x_1}{\epsilon} e_3,
\]

\[
b_\epsilon(x_1) = t_\epsilon \times n_\epsilon = \frac{1}{\sqrt{a^2 + \epsilon^2}} \left( a e_1 + \epsilon \sin \frac{x_1}{\epsilon} e_2 - \epsilon \cos \frac{x_1}{\epsilon} e_3 \right).
\]

We first introduce a straight pipe with circular cross section

\[
S_\epsilon = \{ x = (x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 \in (0, 1), \ x' = (x_2, x_3) \in \epsilon B \}
\]

with \(\epsilon > 0\) being non-dimensional small parameter and \(B = B(0, 1) \subset \mathbb{R}^2\) a unit circle. Employing the mapping

\[
\Phi_\epsilon : S_\epsilon \to \mathbb{R}^3, \quad \Phi_\epsilon(x) = r_\epsilon(x_1) + x_2 n_\epsilon(x_1) + x_3 b_\epsilon(x_1),
\]
we define
\[(2.7) \quad \Omega_\varepsilon = \Phi_\varepsilon(S_\varepsilon).\]
\(\Omega_\varepsilon\) represents our three-dimensional domain (see Figure 1) describing a helical pipe whose thickness and the distance between two coils are of same small order of magnitude, namely \(O(\varepsilon)\). The pipe’s lateral boundary and its ends are denoted by
\[(2.8) \quad \Gamma_\varepsilon = \Phi_\varepsilon((0, 1) \times \varepsilon \partial B), \quad \Sigma_\varepsilon^i = \Phi_\varepsilon\{i\} \times \varepsilon \partial B), \quad i = 0, 1.\]

2.2. The equations and boundary conditions. The helical pipe \(\Omega_\varepsilon\) is filled by a fluid-saturated sparsely packed porous medium. In view of that, the flow and heat transfer is governed by the Darcy–Brinkman–Boussinesq model written in the non-dimensional form:
\[(2.9) \quad u_\varepsilon - \tilde{D}a_\varepsilon \Delta u_\varepsilon + \nabla p_\varepsilon = R\kappa aD \varepsilon e_1 \quad \text{in} \quad \Omega_\varepsilon,\]
\[(2.10) \quad \text{div} \, u_\varepsilon = 0 \quad \text{in} \quad \Omega_\varepsilon,\]
\[(2.11) \quad - \Delta T_\varepsilon + u_\varepsilon \cdot \nabla T_\varepsilon = 0 \quad \text{in} \quad \Omega_\varepsilon.\]
The above system is endowed with the following boundary conditions:
\[(2.12) \quad u_\varepsilon = 0, \quad \frac{\partial T_\varepsilon}{\partial n_\varepsilon} = N\kappa u_\varepsilon (G - T_\varepsilon) \quad \text{on} \quad \Gamma_\varepsilon,\]
\[(2.13) \quad u_\varepsilon \times t_\varepsilon = 0, \quad p_\varepsilon = q_i, \quad T_\varepsilon = T_i \quad \text{on} \quad \Sigma_\varepsilon^i, \quad i = 0, 1.\]
Following real-life applications, we take into account the possible heat exchange between surrounding medium and the fluid inside the pipe so we impose Newton’s cooling law (2.12). Here, \(\nu_\varepsilon\) denotes the exterior unit normal on the lateral boundary, whereas \(G\) is a given bounded function of the form \(G(z) = G(x_1), \quad z = \Phi_\varepsilon(x)\) standing for the dimensionless temperature of the surrounding medium. To close up the boundary-value problem, we prescribe the constant pressures \(q_i\) at pipe’s ends, as well as the constant boundary temperatures \(T_i\). The characteristic numbers of the problem are defined by (see [17]):
\[(2.14) \quad \tilde{D}a_\varepsilon = \frac{\nu_{eff} K}{\nu \ell^2} \quad \text{(Brinkman–Darcy number)},\]
\[(2.15) \quad R\kappa aD = \frac{g\beta \delta_T K \ell}{\nu \kappa} \quad \text{(Rayleigh–Darcy number)},\]
\[(2.16) \quad N\kappa u_\varepsilon = \frac{\beta \ell}{K \delta_T} \quad \text{(Nusselt number)},\]
Here \(\nu\) is the (kinematic) viscosity of the fluid, \(\nu_{eff}\) is the effective (kinematic) viscosity of the fluid in the porous medium, \(K\) stands for the permeability of the porous medium, \(g\) denotes the gravitational acceleration constant, \(\beta\) is the coefficient of the thermal expansion, \(\delta_T\) is the (dimensional) temperature difference between the pipe’s ends, while \(\kappa\) represents the thermal conductivity.

In the sequel, we set \(R\kappa aD = O(1)\). On the other hand, we take \(\tilde{D}a_\varepsilon = \varepsilon\) since in most applications the classical Darcy number \(Da = \frac{K}{\ell^2}\) is of small order of magnitude (see [17]). Following our previous results on the pipe flow, we expect to deduce different effective models depending on the order of magnitude of \(N\kappa u_\varepsilon\)
with respect to $\varepsilon$. We shall detect the most interesting one (in which all the physical relevant effects are balanced) and perform the asymptotic analysis in this critical case.

### 3. The problem in curvilinear coordinates

In this section, we write the governing problem in the curvilinear coordinates $(x_i)$. The approach is based on the introduction of a pair of covariant and contravariant basis for the mapping $\Phi_\varepsilon$. The vectors of covariant basis, defined by $a_i(x) = \frac{\partial \Phi_\varepsilon}{\partial x_i}(x)$, read

\[
a_1 = \frac{x_2 - a}{\varepsilon} e_z - \frac{x_3}{\sqrt{a^2 + \varepsilon^2}} n_z + e_1,
\]

\[
a_2 = n_z, \quad a_3 = \frac{a}{\sqrt{a^2 + \varepsilon^2}} e_z + \frac{\varepsilon}{\sqrt{a^2 + \varepsilon^2}} e_1,
\]

where $e_z(x_1) = \sin \frac{a}{\varepsilon} e_2 - \cos \frac{a}{\varepsilon} e_3$. The contravariant basis consists of the vectors $a^i \cdot a_j = \delta_{ij}$, leading to

\[
a^1 = \frac{a \varepsilon}{a^2 - a x_2 + \varepsilon^2} e_z + \frac{\varepsilon^2}{a^2 - a x_2 + \varepsilon^2} e_1,
\]

\[
a^2 = -\frac{a \varepsilon^2 x_3}{\sqrt{a^2 + \varepsilon^2}(a^2 - a x_2 + \varepsilon^2)} e_z + n_z + \frac{\varepsilon^2 x_3}{\sqrt{a^2 + \varepsilon^2}(a^2 - a x_2 + \varepsilon^2)} e_1,
\]

\[
a^3 = \frac{\varepsilon \sqrt{a^2 + \varepsilon^2}}{a^2 - a x_2 + \varepsilon^2} e_z + \frac{(a - x_2) \sqrt{a^2 + \varepsilon^2}}{a^2 - a x_2 + \varepsilon^2} e_1.
\]

The following has been observed in [9,10]: the vector $a_1$ contains negative power of $\varepsilon$ so writing the equations in the pair of basis $(a^i, a_j)$ would not be convenient for further asymptotic analysis. Hence, we go back to Frenet basis $(t_z, n_z, b_z)$ and notice that $b_z \rightarrow e_1$ uniformly in $x_1$, whereas $[t_z + e_z] \rightarrow 0$ uniformly in $x_1$. For that reason, the ideal choice for further analysis would be the basis $(e_z, n_z, e_1)$.

In view of that, let us introduce

\[
U_\varepsilon = u_\varepsilon \circ \Phi_\varepsilon = V_1 e_z + V_2 e_z + V_3 e_1,
\]

\[
P_\varepsilon = p_\varepsilon \circ \Phi_\varepsilon, \quad \theta_\varepsilon = T_\varepsilon \circ \Phi_\varepsilon.
\]

Now we have to write each differential operator from (2.9)–(2.11) in curvilinear coordinates. Essentially, this has already been done in [10,13], so we omit the computation details. Taking into account that $\frac{\partial a_\varepsilon}{\partial x} = \varepsilon$ and neglecting the terms with higher powers of $\varepsilon$, the Darcy–Brinkman–Boussinesq system takes the following form:

\[
-\varepsilon(\frac{\partial^2 V_1}{\partial x_2^2} + \frac{\partial^2 V_1}{\partial x_3^2} + \frac{1}{a^2} \frac{\partial V_1}{\partial x_2} - \frac{1}{a^2} \frac{\partial V_1}{\partial x_3}) + V_1 - \frac{\varepsilon}{a^2} \frac{\partial P_\varepsilon}{\partial x_1} + \frac{\varepsilon}{a^2} \frac{\partial P_\varepsilon}{\partial x_3} = 0,
\]

\[
-\varepsilon(\frac{\partial^2 V_2}{\partial x_2^2} + \frac{\partial^2 V_2}{\partial x_3^2} - \frac{1}{a^2} \frac{\partial V_2}{\partial x_2}) + V_2 + \frac{\partial P_\varepsilon}{\partial x_2} = 0,
\]

\[
-\varepsilon(\frac{\partial^2 V_3}{\partial x_2^2} + \frac{\partial^2 V_3}{\partial x_3^2} - \frac{1}{a^2} \frac{\partial V_3}{\partial x_2} + \frac{1}{a^2} \frac{\partial V_3}{\partial x_3}) + V_3 + \frac{\partial P_\varepsilon}{\partial x_3} = Ra D \theta_\varepsilon,
\]
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Following (3.12), the Newton cooling condition (2.12) on \((0,1) \times \varepsilon \partial B\) reads:

\[
\frac{1}{\varepsilon} \left( x_2 \frac{\partial \theta_x}{\partial x_2} + x_3 \frac{\partial \theta_x}{\partial x_3} \right) - \frac{1}{a \varepsilon} \left( x_2^2 \frac{\partial \theta_x}{\partial x_2} + x_2 x_3 \frac{\partial \theta_x}{\partial x_3} \right) - \frac{\varepsilon x_3^2}{a^2} \frac{\partial \theta_x}{\partial x_1} = 0 \quad \text{in} \quad S_\varepsilon.
\]

4. Asymptotic expansion

In order to derive the asymptotic solution, we use the two-scale expansion with respect to \(\varepsilon\) and expand the unknowns from the system (3.8)–(3.12) as follows:

\[
\begin{align*}
V_1(x) &= \varepsilon^2 V_0^1 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon^3 V_1^{(1)} \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \ldots, \\
V_\alpha(x) &= \varepsilon^3 V_0^\alpha \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon^4 V_1^{(1)} \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \ldots \quad \alpha = 2, 3, \\
P(x) &= P_0 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon P_1 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon^2 P_2 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \ldots, \\
\theta(x) &= \theta_0 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon \theta_1 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \varepsilon^2 \theta_2 \left( x_1, \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right) + \ldots
\end{align*}
\]

The leading-order powers in the pressure and temperature expansion are clear determined by the boundary conditions (2.13). However, to postulate the velocity expansion, one needs to take into account the specific scaling in the equations (3.8)–(3.11). Consequently, we obtain the ansatz which differs from the one for straight-pipe flow (see [22]). Now, we proceed in a standard manner: we substitute the expansions (4.1)–(4.4) into (3.8)–(3.12) and collect the terms with equal powers of \(\varepsilon\).

4.1. Thermodynamic part. To begin with, we address the thermodynamic part of the system (3.12), (3.13). By comparing the Nusselt number \(N_{u,p}\) with small parameter \(\varepsilon\), we identify different effective behaviors of the heat flow, namely:

1. \(N_{u,p}^\varepsilon \gg O(\varepsilon^3)\)

By a simple calculation, one can easily verify that this assumption yields \(\theta_0 = G\) implying that the temperature of the surrounding medium dominates the process.

2. \(N_{u,p}^\varepsilon \ll O(\varepsilon^3)\)

Similarly, we deduce that, under this assumption, the effects of the heat...
exchange through the lateral boundary would be negligible in the asymptotic model.

(3) \( Nu^\varepsilon = O(\varepsilon^3) \)

This is, obviously, the critical (and the most interesting) case capturing all physically relevant effects that we seek for. In view of that, we are going to carry out our analysis for \( Nu^\varepsilon = \varepsilon^3 \). Naturally, Cases 1. and 2. can be treated in the same manner.

In the sequel, we employ the following notation:

\[
\Delta_{y'} \Phi = \frac{\partial^2 \Phi}{\partial y_1'^2} + \frac{\partial^2 \Phi}{\partial y_2'^2},
\]

\[
\nabla_{y'} \Phi = \frac{\partial \Phi}{\partial y_1'} e_2 + \frac{\partial \Phi}{\partial y_2'} e_3, \quad y' = (y_2', y_3) = \left( \frac{x_2}{\varepsilon}, \frac{x_3}{\varepsilon} \right). \]

The first term in the temperature expansion is given by the following Neumann problem:

\[
\varepsilon^{-2} : \Delta_{y'} \theta_0 = 0 \text{ in } S = (0, 1) \times B, \quad \varepsilon^{-1} : \nabla_{y'} \theta_0 \cdot y' = 0 \text{ on } \Gamma = (0, 1) \times \partial B
\]

implying \( \theta_0 = \theta_0(x_1) \). The boundary-value problems satisfied by \( \theta_i, i = 1, 2 \), are of the same form so we conclude \( \theta_i = \theta_i(x_1), i = 1, 2 \). For the next term in the expansion we get

\[
\varepsilon : \Delta_{y'} \theta_3 = 0 \text{ in } S, \quad \varepsilon^2 : \nabla_{y'} \theta_3 \cdot y' = \frac{y_3}{a^2} \frac{d\theta_0}{dx_1} \text{ on } \Gamma.
\]

The problem (4.7) can be solved by taking

\[
\theta_3(x_1, y_3) = \frac{1}{a^2} \frac{d\theta_0}{dx_1} y_3.
\]

The problem describing \( \theta_4 \) has the following form:

\[
\begin{align*}
\varepsilon^2 : \Delta_{y'} \theta_4 &= -\frac{1}{a} \frac{d^2 \theta_0}{dx_1^2}, & \text{in } S, \\
\varepsilon^3 : \nabla_{y'} \theta_4 \cdot y' &= \frac{y_3}{a^2} \frac{d\theta_0}{dx_1} + \frac{y_2}{a^2} \frac{d\theta_0}{dx_1} + (G - \theta_0) & \text{on } \Gamma.
\end{align*}
\]

The compatibility condition guaranteeing the solvability of (4.9) yields an ODE for \( \theta_0 \):

\[
\frac{1}{a^2} \frac{d^2 \theta_0}{dx_1^2} + 2(G(x_1) - \theta_0) = 0 \text{ in } (0, 1).
\]

Taking into account the boundary conditions, namely \( \theta_0(i) = T_i, i = 0, 1 \), we obtain

\[
\theta_0(x_1) = T_0 \cosh(\sqrt{2a}x_1) + A_1 \sinh(\sqrt{2a}x_1) \\
+ \sqrt{2a} \left( \int_0^{x_1} G(\xi) \sinh(\sqrt{2a}\xi) d\xi \right) \cosh(\sqrt{2a}x_1) \\
- \sqrt{2a} \left( \int_0^{x_1} G(\xi) \cosh(\sqrt{2a}\xi) d\xi \right) \sinh(\sqrt{2a}x_1),
\]
where the constant $A_1$ is given by
\begin{equation}
A_1 = \frac{T_1}{\sinh(\sqrt{2}a)} - T_0 \coth(\sqrt{2}a)
\end{equation}
\begin{equation}
+ \sqrt{2}a \left( \int_0^1 G(\xi) \sinh(\sqrt{2}a \xi) \, d\xi \right) \coth(\sqrt{2}a)
\end{equation}
\begin{equation}
+ \sqrt{2}a \left( \int_0^1 G(\xi) \cosh(\sqrt{2}a \xi) \, d\xi \right).
\end{equation}

Finally, it is straightforward to confirm that $\theta_4$ is given by the following expression:
\begin{equation}
\theta_4(x_1, y') = -\frac{1}{4a^2} \frac{d^2 \theta_0}{dx_1^2} |y'|^2 + \frac{1}{2a^3} \frac{d \theta_0}{dx_1} y_2 y_3 + \frac{1}{a^2} \frac{d \theta_1}{dx_1} y_3.
\end{equation}

4.2. Hydrodynamic part. Now we turn our attention to the hydrodynamic part of the system (3.8)–(3.11). The lowest-order term gives $\frac{\partial P_0}{\partial y_3} = 0$ ($\alpha = 2, 3$) implying $P_0 = P_0(x_1)$. Moreover, from (3.9)–(3.10), we deduce $\frac{\partial P_0}{\partial y_2} = 0$ and $\frac{\partial P_0}{\partial y_3} = Ra_D \theta_0(x_1)$ leading to
\begin{equation}
P_1(x_1, y_3) = Ra_D \theta_0(x_1) y_3 + P_1^0(x_1).
\end{equation}

The next term is given by $\frac{\partial P_2}{\partial y_2} = 0$ and $\frac{\partial P_2}{\partial y_3} = Ra_D \theta_1(x_1)$ so we have
\begin{equation}
P_2(x_1, y_3) = Ra_D \theta_1(x_1) y_3 + P_2^0(x_1).
\end{equation}

We proceed by identifying the problem for the velocity zero-order approximation:
\begin{equation}
\varepsilon : -\Delta_x V_1^0 = \frac{1}{a} \frac{d P_0}{d x_1} + \frac{1}{a} \frac{d P_1}{d y_3} = -\Delta_x V_1^0 - \frac{1}{a} \frac{d P_0}{d x_1} + \frac{1}{a} Ra_D \theta_0(x_1) = 0,
\end{equation}
\begin{equation}
\varepsilon^2 : -\Delta_x V_2^0 + \frac{\partial P_2}{\partial y_2} = 0, \quad -\Delta_x V_2^0 + \frac{\partial P_2}{\partial y_3} = Ra_D \theta_2(x_1),
\end{equation}
\begin{equation}
\varepsilon^2 : \text{div}_x V_0 = \frac{\partial V_0^2}{\partial y_2} + \frac{\partial V_0^3}{\partial y_3} = -\frac{1}{a} \frac{\partial V_0^1}{\partial y_3} \text{ in } S.
\end{equation}

In view of the no-slip boundary condition for the velocity, we deduce $V_0^2 = 0$, $P_3 = P_3(x_1, y_3)$ and
\begin{equation}
V_0^1 = \frac{1}{4a} (1 - |y'|^2) \left( -Ra_D \theta_0(x_1) + \frac{d P_0}{d x_1} \right),
\end{equation}
\begin{equation}
V_0^2 = 0, \quad P_3 = P_3(x_1, y_3),
\end{equation}
\begin{equation}
V_0^3 = -\frac{1}{a} V_0^1.
\end{equation}

From (4.17) and (4.21) it follows
\begin{equation}
\frac{1}{a} \Delta_x V_1^0 + \frac{\partial P_3}{\partial y_3} = Ra_D \theta_2(x_1)
\end{equation}

implying
\begin{equation}
P_3(x_1, y_3) = \left( Ra_D \theta_2(x_1) - \frac{1}{a^2} Ra_D \theta_0(x_1) + \frac{1}{a^2} \frac{d P_0}{d x_1} \right) y_3 + P_3^0(x_1),
\end{equation}
due to (4.19).

Note that we still have to compute the pressure \( P_0(x_1) \) and, of course, the velocity corrector.

### 4.3. Velocity corrector

The first component of the velocity corrector is to be determined from the momentum equation (3.8):

\[
\varepsilon^2 : - \left( \Delta_y V_1^1 + \frac{1}{a} \frac{\partial V_0^1}{\partial y_2} \right) + V_0^1 - \frac{1}{a} \frac{\partial P_1}{\partial x_1} + \frac{1}{a} \frac{\partial P_2}{\partial y_3} = 0 \text{ in } S.
\]

Taking into account the obtained expressions for \( V_0^1, P_1 \) and \( P_2 \) from Sec. 4.2, we arrive at

\[
\Delta_y V_1^1 = \frac{1}{2a^2} \left( - Ra_D \theta_0(x_1) + \frac{dP_1}{dx_1} \right) y_2 + \frac{1}{4a^2} \left( 1 - |y'|^2 \right) \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right) - \frac{1}{a} Ra_D \frac{\partial \theta_0}{\partial x_1} + \frac{1}{a} Ra_D \theta_1(x_1).
\]

The remaining two components of the velocity corrector are then deduced from the divergence equation (3.11):

\[
\varepsilon^3 : \text{div}_y V_1 = \frac{1}{a} \frac{\partial V_1^1}{\partial x_1} - \frac{1}{a} \frac{\partial V_1^1}{\partial y_3}.
\]

However, observe that first we have to compute the corrector \( \theta_1 \) appearing in (4.25).

To accomplish that, we go back to the heat equation (3.12) and identify the problem for \( \theta_3 \):

\[
\varepsilon^3 : - \left( \Delta_y \theta_3 - \frac{1}{a} \frac{\partial \theta_4}{\partial y_2} + \frac{1}{a^2} \frac{\partial^2 \theta_1}{\partial x_1^2} \right) - \frac{1}{a} \frac{\partial \theta_0}{\partial x_1} V_0^1 = 0 \text{ in } S,
\]

\[
\varepsilon^4 : \nabla_y \theta_3 \cdot y' = \frac{1}{a} \frac{\partial^2 \theta_4}{\partial y_2^2} + \frac{1}{a} \frac{\partial \theta_4}{\partial y_2} \frac{\partial \theta_3}{\partial y_3} + \frac{y_3}{a^2} \frac{\partial \theta_2}{\partial x_1} - \frac{y_3}{a^2} \frac{\partial \theta_3}{\partial y_3} - \theta_1 \text{ on } \Gamma.
\]

Applying the expressions (4.8) and (4.13) for \( \theta_3 \) and \( \theta_4 \), we get

\[
\Delta_y \theta_3 = - \frac{1}{a^2} \frac{\partial^2 \theta_1}{\partial x_1^2} - \frac{1}{2a^3} \frac{\partial^2 \theta_0}{\partial x_1^2} y_2 + \frac{1}{2a^4} \frac{\partial \theta_0}{\partial x_1} y_3 - \frac{1}{a} \frac{\partial \theta_0}{\partial x_1} V_0^1 \text{ in } S,
\]

\[
\nabla_y \theta_3 \cdot y' = - \frac{1}{2a^3} \frac{\partial \theta_0}{\partial x_1} y_2 + \frac{1}{a^4} \frac{\partial \theta_0}{\partial x_1} y_3 \frac{\partial \theta_2}{\partial x_1} + \left( \frac{1}{a^2} \frac{\partial \theta_2}{\partial x_1} - \frac{1}{a^3} \frac{\partial \theta_3}{\partial x_1} \right) y_3 - \theta_1 \text{ on } \Gamma.
\]

In view of (4.19), the compatibility condition related to (4.28) yields an ODE for \( \theta_3 \):

\[
\frac{d^2 \theta_3}{dx_1^2} - 2a^2 \theta_1 = - \frac{1}{a} \frac{\partial \theta_0}{\partial x_1} \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right) \text{ in } (0, 1).
\]

Endowing it with the boundary conditions \( \theta_3(0) = \theta_3(1) = 0 \), we obtain

\[
\theta_1(x_1) = A_2 \sinh(\sqrt{2a}x_1) + \sqrt{2a} \left( \int_0^{x_1} H(\xi) \sinh(\sqrt{2a}\xi) d\xi \right) \cosh(\sqrt{2a}x_1)
\]
with
\[ H(x_1) = \frac{1}{16a^2} \frac{d\theta_0}{dx_1} \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right), \]

(4.31)
\[ A_2 = -\sqrt{2}a \left( \int_0^1 H(x) \sinh(\sqrt{2}a) d\xi \right) \coth(\sqrt{2}a) \]

\[ + \sqrt{2}a \left( \int_0^1 H(x) \cosh(\sqrt{2}a) \right) \sinh(\sqrt{2}a). \]

We can also explicitly calculate \( \theta_5(x_1, y') \) from (4.28) as:

(4.32)
\[ \theta_5(x_1, y') = -\frac{1}{4a^2} \frac{d^2\theta_1}{dx_1^2} |y'|^2 - \frac{y_2}{16a^3} \frac{d^2\theta_0}{dx_1^3} (|y'|^2 + 5) \]

\[ + \frac{y_3}{16a^3} \frac{d\theta_0}{dx_1} \left( 5|y'|^2 - \frac{16}{3} y_3^2 + 1 \right) \]

\[ + \frac{1}{2a^3} \frac{d\theta_1}{dx_1} y_2 y_3 + \left( \frac{1}{a^2} \frac{d\theta_2}{dx_1} - \frac{1}{a^4} \frac{d\theta_0}{dx_1} \right) y_3 \]

\[ - \frac{1}{a^2} \frac{d\theta_1}{dx_1} \left( \frac{|y'|^2}{16} - \frac{|y'|^4}{64} \right) \left( - Ra_D \theta_0 + \frac{dP_0}{dx_1} \right). \]

Now, we are in position to compute \( V_1' \) from (4.25) and \( V_1' = 0 \) on \( \Gamma \). As a result, we obtain

(4.33)
\[ V_1'(x_1, y') = \frac{1}{16a^2} \left( Ra_D \theta_0(x_1) - \frac{dP_0}{dx_1} \right) y_2 (1 - |y'|^2) \]

\[ + \frac{1}{a} \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right) \left( \frac{|y'|^2}{16} - \frac{|y'|^4}{64} - \frac{3}{64} \right) \]

\[ + \frac{1}{8a} Ra_D \frac{d\theta_0}{dx_1} y_3 (1 - |y'|^2) - \frac{1}{4a} Ra_D \theta_1(x_1)(1 - |y'|^2). \]

To determine \( P_0(x_1) \), we integrate (4.26) over \( B \). We have

(4.34)
\[ \int_B \left[ \frac{1}{4a} (1 - |y'|^2) \left( - Ra_D \frac{d\theta_0}{dx_1} + \frac{d^2P_0}{dx_1^2} \right) \right] dy' \]

\[ = \int_B \left[ \frac{1}{8a^2} \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right) y_2 y_3 \right. \]

\[ + \left. \frac{1}{a} \left( - Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} \right) \left( \frac{y_3}{8} - \frac{y_2^2 y_3 + y_3^3}{16} \right) \right. \]

\[ + \frac{1}{8a} Ra_D \frac{d\theta_0}{dx_1} (1 - y_2^2 - 3y_3^2) + \frac{1}{2a} Ra_D \theta_1(x_1) y_3 \right] dy'. \]

By passing to polar coordinates, one can easily check that all the integrals on the right-hand side in (4.34) vanish. Hence

(4.35)
\[ \frac{\pi}{8a} \left( - Ra_D \frac{d\theta_0}{dx_1} + \frac{d^2P_0}{dx_1^2} \right) = 0 \]
providing

\[ P_0(x_1) = Ra_D \int_0^{x_1} \theta_0(\xi) d\xi + A_3 x_1 + A_4. \]

The constants \( A_3, A_4 \) are determined by employing the boundary conditions \( P_0(i) = q_i, \ i = 0, 1, \) namely

\[ A_3 = q_1 - q_0 - Ra_D \int_0^1 \theta_0(\xi) d\xi, \quad A_4 = q_0. \]

It is important to notice that

\[ -Ra_D \theta_0(x_1) + \frac{dP_0}{dx_1} = A_3 = \text{const.} \]

so from (4.19) we deduce that \( V_1^0 = \sqrt{y} \). As a consequence, from (4.26), we get

\[ \text{div}_y V_1 = \frac{\partial V_2^1}{\partial y_2} + \frac{\partial V_3^1}{\partial y_3} = -\frac{1}{a} \frac{\partial V_1^1}{\partial y_3} \]

which can be solved by taking

\[ V_1^2 = 0, \quad V_1^3 = -\frac{1}{a} V_1^1. \]

This completes the derivation of the velocity corrector. It only remains to compute \( \theta_2(x_1) \). For that purpose, we have to look at the problem for \( \theta_6 \):

\[ \varepsilon^4 : -\left( \Delta_y' \theta_6 - \frac{1}{a} \frac{\partial \theta_6}{\partial y_2} + \frac{y_2}{a^2} \frac{\partial \theta_4}{\partial y_2} + \frac{1}{a^2} \frac{\partial^2 \theta_2}{\partial x_1^2} - \frac{3y_2^3}{a^2} \right) \]

\[ + \frac{1}{a} \frac{\partial \theta_6}{\partial x_1} V_1^1 - \frac{y_2}{a^2} \frac{\partial \theta_6}{\partial x_1} V_1^1 - \frac{1}{a} \frac{\partial \theta_1}{\partial x_1} V_0^1 = 0 \text{ in } S, \]

\[ \varepsilon^5 : \nabla_y' \theta_6 \cdot y' \sqrt{y} = \frac{1}{a} y_2 \frac{\partial \theta_5}{\partial y_2} + \frac{1}{a} y_2 \frac{y_3}{y_3} \frac{\partial \theta_3}{\partial y_3} + \frac{y_3}{a^2} \frac{\partial \theta_3}{\partial x_1} - \frac{y_3}{a^2} \frac{\partial \theta_4}{\partial y_3} - \theta_2 | \Gamma. \]

In view of the previous results, it is straightforward to confirm that the compatibility condition ensuring the solvability of the problem (4.41) gives

\[ \frac{d^2 \theta_2}{dx_1^2} - 2a^2 \theta_2 = -2a^2 J(x_1), \]

with

\[ J(x_1) = \frac{3}{16a^4} \frac{d^2 \theta_0}{dx_1^2} - \frac{1}{16a^2} \frac{d^2 \theta_0}{dx_1^2} - \frac{1}{16a^4} \frac{d^2 \theta_0}{dx_1^2} \]

\[ - \frac{3}{256a^2} \frac{d \theta_0}{dx_1} \left( Ra_D \theta_0(x_1) - \frac{dP_0}{dx_1} \right) - \frac{d \theta_0}{dx_1} \frac{1}{16a^2} Ra_D \theta_1(x_1) \]

\[ - \frac{1}{32a^2} \frac{d \theta_1}{dx_1} \left( Ra_D \theta_0 - \frac{dP_0}{dx_1} \right) - \frac{89}{96a^4} \frac{d^2 \theta_0}{dx_1^2} \]

\[ - \frac{1}{256a^4} \frac{d^2 \theta_0}{dx_1^2} + \frac{1}{4a^4} \frac{d^2 \theta_0}{dx_1^2} + \frac{1}{8a^4} \frac{d^2 \theta_0}{dx_1^2}. \]
Due to the boundary conditions \( \theta_2(0) = \theta_2(1) = 0 \), we finally obtain
\[
\theta_2(x_1) = A_5 \sinh(\sqrt{2}ax_1) + \sqrt{2a} \int_0^{x_1} J(\xi) \sinh(\sqrt{2a}\xi) d\xi \cosh(\sqrt{2}ax_1)
- \sqrt{2a} \int_0^{x_1} J(\xi) \cosh(\sqrt{2a}\xi) d\xi \sinh(\sqrt{2}ax_1),
\]
where the constant \( A_5 \) is given by
\[
A_5 = - \sqrt{2a} \left( \int_0^1 J(\xi) \sinh(\sqrt{2a}\xi) d\xi \right) \coth(\sqrt{2a})
+ \sqrt{2a} \left( \int_0^1 J(\xi) \cosh(\sqrt{2a}\xi) d\xi \right) \sinh(\sqrt{2a}).
\]

5. Results and discussion

To summarize, let us write the obtained asymptotic solution. The approximations for the filtration velocity and the pressure have the form:
\[
\begin{align*}
\mathbf{u}^{\text{approx}}(z) &= \mathbf{V}_\varepsilon(x), \quad z = \Phi_\varepsilon(x), \quad \mathbf{V}_\varepsilon = \mathbf{V}_1^0 \mathbf{e}_\varepsilon + \mathbf{V}_2^0 \mathbf{e}_1, \\
V_1^0(x) &= \varepsilon^2 V_0^1 \left( \frac{x'}{\varepsilon} \right) + \varepsilon^3 V_1^1 \left( x_1, \frac{x'}{\varepsilon} \right), \\
V_2^0(x) &= \varepsilon^3 V_0^3 \left( \frac{x'}{\varepsilon} \right) + \varepsilon^4 V_1^3 \left( x_1, \frac{x'}{\varepsilon} \right), \\
P^{\text{approx}}(z) &= \Pi_\varepsilon(x), \quad z = \Phi_\varepsilon(x), \\
\Pi_\varepsilon(x) &= P_0(x_1) + \varepsilon P_1 \left( x_1, \frac{x_3}{\varepsilon} \right) + \varepsilon^2 P_2 \left( x_1, \frac{x_3}{\varepsilon} \right) + \varepsilon^3 P_3 \left( x_1, \frac{x_3}{\varepsilon} \right).
\end{align*}
\]
It should be emphasized that all the components in the above solution have been computed in the explicit form, see Section 4. Using (4.19)–(4.21), it is straightforward to confirm that the zero-order approximation, namely
\[
\mathbf{V}_0 = \varepsilon^2 V_0^0 \mathbf{e}_\varepsilon + \varepsilon^3 V_0^0 \mathbf{e}_1,
\]
is as the one obtained for the straight-pipe flow in [22], of course, in the direction tangential to the central curve of the pipe. Here we do not detect the effects of the specific pipe’s geometry. For that reason, we correct the zero-order approximation by computing the lower-order term in the asymptotic expansion. The effects of pipe’s distortion are captured by the first-order corrector, whose components are given by (4.33) and (4.40). The first part of asymptotic approximation for the pressure does not exhibit the effects of the pipe’s curvedness (see (4.14), (4.15), (4.36)), whereas the third-order corrector feels those effects (see (4.23)).

The approximation for the fluid temperature reads:
\[
\begin{align*}
T^{\text{approx}}(z) &= \Theta_\varepsilon(x), \quad z = \Phi_\varepsilon(x), \\
\Theta_\varepsilon(x) &= \theta_0(x_1) + \varepsilon \theta_1(x_1) + \varepsilon^2 \theta_2(x_1) \\
&\quad + \varepsilon^3 \theta_3 \left( x_1, \frac{x_3}{\varepsilon} \right) + \varepsilon^4 \theta_4 \left( x_1, \frac{x_3}{\varepsilon} \right) + \varepsilon^5 \theta_5 \left( x_1, \frac{x_3}{\varepsilon} \right).
\end{align*}
\]
The functions $\theta_i$ are given by the explicit formulae (4.8), (4.11), (4.13), (4.30), (4.32) and (4.44). Comparing with the result from [22], we observe that the first-order approximation $\theta_0 + \varepsilon \theta_1$ is consistent with the one obtained for the straight-pipe flow. The effects of the pipe’s distortion are clearly detected in $\theta_2$ and in all forthcoming terms.

The higher-order asymptotic model described by (5.1)–(5.7) provides an excellent platform for understanding the direct influence of the pipe’s helical geometry on the effective flow and heat transfer through a porous medium. The asymptotic solution, as provided here in the explicit form, can be used as a check on computer models for real helical-pipe flows. From the strictly mathematical point of view, formally derived model should be rigorously justified by proving the corresponding error estimate. To accomplish that, the natural way would be to use the same arguments as we did in a straight-pipe case (see [22]). However, due to the complexity of the flow domain (and, thus, the flow equations), additional terms appear preventing us to construct the divergence correction in a standard manner. As a result, we are not in position to derive satisfactory error estimates acknowledging the correctors. Nevertheless, we believe that this technical difficulty can be overcome and this is the subject of our current investigation.
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