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COMPLETE COMMUTATIVE SUBALGEBRAS IN
POLYNOMIAL POISSON ALGEBRAS: A PROOF OF

THE MISCHENKO–FOMENKO CONJECTURE*

Alexey V. Bolsinov

Abstract. The Mishchenko–Fomenko conjecture says that for each real or
complex finite-dimensional Lie algebra g there exists a complete set of com-
muting polynomials on its dual space g*. In terms of the theory of integrable
Hamiltonian systems this means that the dual space g* endowed with the stan-
dard Lie–Poisson bracket admits polynomial integrable Hamiltonian systems.
This conjecture was proved by S. T. Sadetov in 2003. Following his idea, we
give an explicit geometric construction for commuting polynomials on g* and
consider some examples.
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1. Introduction and preliminaries

Consider a symplectic manifold (𝑀2𝑛, 𝜔) and a Hamiltonian system 𝑥̇ = 𝑋𝐻(𝑥)
on it, where 𝐻 : 𝑀2𝑛 → R is a smooth function called Hamiltonian and 𝑋𝐻(𝑥) =
𝜔−1(𝑑𝐻(𝑥)) is the corresponding Hamiltonian vector field.
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This system is called completely integrable if it admits 𝑛 functionally indepen-
dent integrals 𝑓1, . . . , 𝑓𝑛 : 𝑀

2𝑛 → R𝑛 which commute with respect to the Poisson
bracket associated with the symplectic structure 𝜔, i.e., {𝑓𝑖, 𝑓𝑗} = 0, 𝑖, 𝑗 = 1, . . . , 𝑛.

Equivalently one can say that this system admits a complete commutative
subalgebra ℱ of integrals in the Poisson algebra 𝐶∞(𝑀2𝑛) of smooth functions on
𝑀 . Completeness means that at a generic point 𝑥 ∈ 𝑀2𝑛, the subspace in 𝑇 *𝑀
generated by the differentials 𝑑𝑓(𝑥), 𝑓 ∈ ℱ is maximal isotropic.

The same definition makes sense if, instead of a symplectic manifold, we con-
sider a Poisson manifold (𝑀, { , }) where the Poisson bracket { , } is not necessarily
non-degenerate.

One of the most intriguing questions in the theory of integrable systems can
be formulated as follows: does a given symplectic (Poisson) manifold 𝑀 admit an
integrable system with nice properties?

Notice that the necessity of “nice properties” is motivated by the fact that any
symplectic (Poisson) manifold admits a smooth integrable system which can be
constructed by using some kind of “partition of unity” idea [3,15]. The behavior of
such a system, however, has no relation to the geometry of the underlying manifold
and therefore is not of interest at all.

The additional assumptions that make the above question non-trivial and inter-
esting can be rather different. Briefly, we mention three types of integrable systems
for which the existence problem is very interesting and important:

1) toric (or almost toric) integrable systems [1,11,30–32,38];
2) integrable systems with non-degenerate singularities [6,13,25,26];
3) integrable geodesic flows on compact manifolds [5,10,19,27].
In the algebraic case, the existence problem seems to be interesting even with-

out any additional assumptions: given an algebraic symplectic (Poisson) manifold
𝑋, does it admit a polynomial (rational) integrable system? In the present paper,
we discuss this problem in the case when 𝑋 is a dual space of a finite-dimensional
Lie algebra endowed with the standard linear Lie-Poisson bracket.

We start with recalling basic definitions. Consider a finite-dimensional Lie alge-
bra g over R and its dual space g* endowed with the standard Poisson–Lie structure
which is defined as follows. Let 𝑓, 𝑔 : g* → R be arbitrary smooth functions. Their
differentials at a point 𝑥 ∈ g* can be treated as elements of the Lie algebra g. Then
the Lie–Poisson bracket of 𝑓 and 𝑔 is defined by:

(1.1) {𝑓, 𝑔}(𝑥) = ⟨𝑥, [𝑑𝑓(𝑥), 𝑑𝑔(𝑥)]⟩.

If instead of smooth functions we restrict ourselves with polynomials on g*,
then the same operation can be introduced in the following equivalent way. The
Poisson–Lie bracket on the space of polynomials is defined to be a bilinear skew-
symmetric operation satisfying two properties:

1) {𝑓𝑔, ℎ} = 𝑓{𝑔, ℎ}+ 𝑔{𝑓, ℎ} (Leibniz rule);
2) if 𝑓, 𝑔 ∈ g are linear polynomials on g* then the Poisson–Lie bracket coincides

with the usual commutator in g, i.e.,

{𝑓, 𝑔} = [𝑓, 𝑔].
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The space of polynomials R[g] with such an operation is called the Lie–Poisson
algebra (associated with g) and is denoted by 𝒮(g).

The Poisson–Lie bracket is naturally extended to the space of rational functions
R(g) = Frac (𝒮(g)), and (which is very important for our considerations) all the
definitions make sense over an arbitrary field K of zero characteristic.

To each finite-dimensional Lie algebra (over a field K) one can assign two
integer numbers: its dimension dim g and index ind g. The latter is the corank of
the skew-symmetric form 𝒜𝑥 : g× g → K for a generic element 𝑥 ∈ g* where

𝒜𝑥(𝜉, 𝜂) = ⟨𝑥, [𝜉, 𝜂]⟩.

Definition 1.1. A commutative set of algebraically independent polynomials

𝑓1, . . . , 𝑓𝑘 ∈ 𝒮(g)
is called complete, if 𝑘 = 1

2 (dim g+ ind g).
A commutative subalgebra ℱ ⊂ 𝒮(g) is called complete if tr.deg.ℱ = 1

2 (dim g+
ind g).

The completeness condition means that, at a generic point 𝑥 ∈ g*, the sub-
space in g generated by the differentials 𝑑𝑓1(𝑥), . . . , 𝑑𝑓𝑘(𝑥) is maximal isotropic with
respect to the Lie–Poisson bracket at 𝑥, i.e., in the sense of the skew-symmetric
form 𝒜𝑥. In particular, the maximal possible number of commuting independent
polynomials in 𝒮(g) cannot exceed 1

2 (dim g+ ind g).

Conjecture 1 (Mishchenko–Fomenko [22]). Let g be a real or complex finite-
dimensional Lie algebra. Then on g* there exists a complete commutative set of
polynomials.

In more algebraic terms this means that each Poisson algebra 𝒮(g) admits a
complete commutative subalgebra ℱ . Or equivalently, on the dual space g* of
every finite-dimensional Lie algebra g there exist integrable Hamiltonian systems
with polynomial integrals.

In 1978 A. Mishchenko and A. Fomenko [21] proved this conjecture for semisim-
ple Lie algebras. Since then complete commutative sets have been constructed for
many other classes of Lie algebras (see [2,14,34,35]). In [29]1 S. Sadetov succeeded
to prove this conjecture in the general case by using an interesting algebraic con-
struction that reduces the problem either to the semisimple case, or to an algebra
of smaller dimension.

Theorem 1.1 (Sadetov). The Mishchenko–Fomenko conjecture holds for an
arbitrary finite-dimensional Lie algebra over a field of zero characteristic.

It is a remarkable fact that working over an arbitrary field surprisingly simplifies
the proof. The main construction is based on the induction argument. At each step
we reduce the dimension of the Lie algebra in question, but we have to pay for this

1The paper [29] does not contain a complete proof and I am afraid that a complete satis-
factory proof has never been published. That is another reason for publishing the present paper.
Also I would like to add that my version of the proof is not based on [29], it is my re-interpretation
of two talks given by S. Sadetov at Moscow State University in 2004.
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by extending the field. However, this price is not very high since all the statements
and definitions admit purely algebraic formulations so that the field does not play
any essential role.

A more general result was proved by E. Vinberg and O. Yakimove [37]. In
terms of Poisson geometry, their result can be formulated as follows: polynomially
integrable systems exist not only on g* but also on any algebraic Poisson subman-
ifold 𝑀 ⊂ g*, in particular on any singular coadjoint orbit.

The purpose of this paper is to present Sadetov’s construction in more explicit
terms of Poisson geometry allowing one to work effectively with specific Lie algebras.
The approach suggested by S.Sadetov is, in fact, purely algebraic. In our opinion,
however, behind his construction one can see important geometric ideas which we
would like to emphasise in the present paper rather that to give another rigorous
proof. We also study several natural examples of Lie algebras and describe explicitly
the related complete commutative subalgebras some of which are quite remarkable.

The proof which we are going to present is actually based on a modifica-
tion of two well-known constructions: the “argument shift” method suggested by
A. Mishchenko and A. Fomenko and the so-called “chain of subalgebras” method
which was used by many authors for different purposes (see, in particular, Gelfand–
Zetlin [17], Vergne [36], Thimm [34], Trofimov [35]). We start with recalling these
constructions.

2. “Chain of subalgebras” method

In this section, by g we mean a real or complex Lie algebra. However almost
all constructions make sense for any field K of zero characteristic.

Let h ⊂ g be a subalgebra. Suppose that we can construct a complete commu-
tative subalgebra ℱ in 𝒮(h). Since 𝒮(h) ⊂ 𝒮(g), we can try to extend ℱ up to a
complete commutative subalgebra in 𝒮(g). To this end we need to find additional
polynomials 𝑓1, . . . , 𝑓𝑠 which commute with 𝒮(h) and between themselves. As good
candidates we can use, for examples, the invariants of the coadjoint representation
of g or, which is the same, the polynomials from the centre z(𝒮(g)) of 𝒮(g). Some-
times these polynomials are sufficient to satisfy the completeness condition.

Repeating this idea for a chain of subalgebras

{0} = g0 ⊂ g1 ⊂ g2 ⊂ · · · ⊂ g𝑛−1 ⊂ g𝑛 = g

we can always construct a “big” set of commuting polynomials:

𝒵0 ∪ 𝒵1 ∪ · · · ∪ 𝒵𝑛−1 ∪ 𝒵𝑛,

where 𝒵𝑖 = z(𝒮(g𝑖)).
For many important cases this allows us to construct a complete commutative

subalgebra in 𝒮(g). For example, it is so for the chains (see [34])

gl(1,R) ⊂ gl(2,R) ⊂ · · · ⊂ gl(𝑛− 1,R) ⊂ gl(𝑛,R),
so(1,R) ⊂ so(2,R) ⊂ · · · ⊂ so(𝑛− 1,R) ⊂ so(𝑛,R),

and also for codimension one filtrations in nilpotent (see [36]) and solvable algebraic
Lie algebras (in the latter case instead of polynomials one has to consider rational
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functions, but after some modification using semi-invariants instead of invariants
one still can solve the problem without leaving the space of polynomials).

However in the general case an appropriate chain of subalgebras does not always
exist, and this method does not work directly.

Let us look at the problem with more attention. To understand the situation
better, let us first consider the following “linear” version of our problem. Take a
vector space 𝑉 endowed with a skew-symmetric bilinear form 𝜑 (possibly, degener-
ate!). Let 𝑈1 ⊂ 𝑉 be a subspace, and 𝐴1 ⊂ 𝑈1 be a maximal isotropic subspace in
𝑈1. The problem is to extend 𝐴1 up to a maximal isotropic subspace 𝐴 ⊂ 𝑉 . One
of possible solutions is the following. Consider the skew-orthogonal “complement”
of 𝑈1 in 𝑉 , i.e., subspace

𝑈2 = 𝑈𝜑
1 = {𝑣 ∈ 𝑉 | 𝜑(𝑢, 𝑣) = 0 for all 𝑢 ∈ 𝑈1}.

Let 𝐴2 ⊂ 𝑈2 be a maximal isotropic subspace in 𝑈2. Then 𝐴 = 𝐴1+𝐴2 is maximal
isotropic in 𝑉 . This is a simple fact from linear symplectic geometry.

We now consider a “non-linear” version of this statement. Consider a Poisson
manifold (𝑋,𝜑) and a (Poisson) subalgebra ℱ ⊂ 𝐶∞(𝑋). A commutative subal-
gebra 𝒜 ⊂ ℱ is called complete in ℱ if at a generic point 𝑥 ∈ 𝑀 the following
condition holds. Consider the subspaces 𝑑𝒜(𝑥) and 𝑑ℱ(𝑥) in 𝑇 *

𝑥𝑋 generated by
the differentials of functions 𝑓 from 𝒜 and ℱ respectively. It is clear that 𝑑𝒜(𝑥) is
an isotropic subspace in 𝑑ℱ(𝑥) with respect to the Poisson structure 𝜑.

Definition 2.1. A commutative subalgebra 𝒜 ⊂ ℱ is called complete in ℱ if
𝑑𝒜(𝑥) is maximal isotropic in 𝑑ℱ(𝑥) at a generic point 𝑥 ∈ 𝑋.

Now consider two (Poisson) subalgebras ℱ1,ℱ2 ⊂ 𝐶∞(𝑋) such that {ℱ1,ℱ2} =
0. Let 𝒜1 ⊂ ℱ1, 𝒜2 ⊂ ℱ2 be complete commutative subalgebras in ℱ1 and ℱ2 re-
spectively. The following proposition is just a reformulation of the “linear”statement.

Proposition 2.1. Suppose 𝑑ℱ2(𝑥) = 𝑑ℱ1(𝑥)
𝜑 = {𝜉 ∈ 𝑇 *

𝑥𝑋 | 𝜑(𝜉, 𝑑𝑓(𝑥)) =
0 for any 𝑓 ∈ ℱ1} at a generic point 𝑥 ∈ 𝑋. Then 𝒜1 + 𝒜2 is a complete
commutative subalgebra in 𝐶∞(𝑋).

Here by generic we mean “from open everywhere dense subset” without specify-
ing the nature of such a subset, and 𝒜1+𝒜2 denotes the smallest Poisson subalgebra
in 𝐶∞(𝑋) which contains both 𝒜1 and 𝒜2.

Remark 2.1. The condition 𝑑ℱ2(𝑥) = 𝑑ℱ1(𝑥)
𝜑 can be replaced by the follow-

ing assumption: 𝑑ℱ2(𝑥) + 𝑑ℱ1(𝑥) is coisotropic in 𝑇 *
𝑥 (𝑋), which is slightly weaker.

This simple idea can now be applied to our problem. Having a complete com-
mutative subalgebra 𝒜 ⊂ 𝒮(h), we need to extend it up to a complete commutative
subalgebra in 𝒮(g). Following the above construction, we should consider the max-
imal subalgebra in 𝒮(g) all of whose elements commute with 𝒮(h). Since 𝒮(h) is
generated by h, this subalgebra is:

Ann(h) = {𝑓 ∈ 𝒮(g) | {𝑓, 𝜂} = 0, ∀𝜂 ∈ h}.
It is easy to see that Ann(h) consists exactly of invariant polynomials with

respect to the coadjoint action of 𝐻 on g*, where 𝐻 ⊂ 𝐺 is the Lie subgroup
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corresponding to h, that is Ann(h) = 𝒮(g)𝐻 . To apply Proposition 2.1 we have
to assume that this representation admits sufficiently many polynomial invariants.
More precisely, this means that elements of Ann(h) distinguish generic orbits, i.e.,

(2.1) tr.deg.Ann(h) = codim𝒪𝐻(𝑥),

where 𝒪𝐻(𝑥) ⊂ g is a generic Ad*𝐻 -orbit.
Notice that this condition means exactly that

𝑑Ann(h)(𝑥) = h𝒜𝑥 = {𝜉 ∈ g | ⟨𝑥, [𝜉, 𝜂]⟩ = 0 ∀𝜂 ∈ h}

at a generic point 𝑥 ∈ g* and we can reformulate Proposition 2.1 as follows.

Proposition 2.2. Let h and Ann(h) both admit complete commutative subal-
gebras of polynomials 𝒜1 ⊂ 𝒮(h) and 𝒜2 ⊂ Ann(h) respectively. If (2.1) holds,
then 𝒜1 +𝒜2 is a complete commutative subalgebra in 𝒮(g).

Remark 2.2. If we work over an arbitrary field K of zero characteristic, then
condition (2.1) is not so convenient and can be replaced by one of the two following
assumptions which do not involve any Lie groups:

1) 𝑑Ann(h)(𝑥) + h is a coisotropic subspace in g w.r.t. 𝒜𝑥 for generic 𝑥 ∈ g*.
2) tr.deg.Ann(h) = codimad*h𝑥 for generic 𝑥 ∈ g* (in the classical case where

K = C or R, this subspace ad*h𝑥 ⊂ g* is just the tangent space for the orbit 𝒪𝐻(𝑥)
at 𝑥).

Thus, to construct a complete commutative subalgebra in 𝒮(g), it suffices to
find complete commutative subalgebras in 𝒮(h) and Ann(h). Usually the dimension
of h and the transcendence degree of Ann(h) are both smaller than dim g, and we
may hope that the problem of constructing complete commutative subalgebras in
𝒮(h) and Ann(h) will be simpler than that in 𝒮(g). The difficulty, however, is that
Ann(h) may have a rather complicated algebraic structure.

It appears, however, that each non-semisimple Lie algebra always admits an
ideal h ⊂ g such that Ann(h) has a very nice structure. Roughly speaking, Ann(h)
can be treated as a symmetric algebra 𝒮(𝐿) of a certain finite-dimensional Lie
algebra 𝐿 but perhaps over a new field K. After this, according to Proposition 2.2
our problem is reduced to the same problem for smaller algebras h and 𝐿, which
allows us to use the induction argument.

3. Argument shift method

The argument shift method was suggested by A. T. Fomenko and A. S. Mish-
chenko in [21] as a generalization of S. V. Manakov’s construction [20].

Let g be a Lie algebra, g* be its dual space. Consider the ring of invariants of
the coadjoint representation Ad* : 𝐺 → gl(g*):

𝐼Ad*(𝐺) = {𝑓 : g* → R | 𝑓(𝑙) = 𝑓(Ad*𝑔𝑙) for any 𝑔 ∈ 𝐺}

Generally speaking, the Ad*-invariants are not necessarily polynomials. But
locally in a neighborhood of a regular element 𝑥 ∈ g* we can always find 𝑘 = ind g
functionally independent smooth invariants.
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For a fixed regular element 𝑎 ∈ g*, consider the family of functions

ℱ𝑎 = {𝑓𝜆(𝑥) = 𝑓(𝑥+ 𝜆𝑎)}𝑓∈𝐼Ad* (𝐺),𝜆∈R.

It turns out that this family is commutative with respect to the Lie–Poisson
structure. As we already noticed, the commuting functions so obtained are not
necessarily polynomials. However, this trouble can be avoided by replacing the
functions 𝑓(𝑥 + 𝜆𝑎) with the homogeneous polynomials 𝑓𝑘(𝑥) obtained by Taylor
expansion of 𝑓(𝑥) at the point 𝑎 ∈ g*:

𝑓(𝑎+ 𝜆𝑥) = 𝑓(𝑎) + 𝜆𝑓1(𝑥) + 𝜆2𝑓2(𝑥) + · · ·
As a result, we shall obtain a commutative subalgebra generated by the poly-

nomials
𝑓𝑘 ∈ 𝒮(g), 𝑓 ∈ 𝐼Ad*(𝐺), 𝑘 = 1, 2, 3, . . .

which we shall still denote by ℱ𝑎 ⊂ 𝒮(g) and refer to it as the algebra of shifts.

Theorem 3.1 (Mishchenko, Fomenko [21]). If g is semisimple and 𝑎 ∈ g* is
a regular element, then ℱ𝑎 is complete.

It is well known that the argument shift method is closely related to compatible
Poisson brackets and bi-Hamiltonian systems. Indeed, on g* there are two natural
compatible Poisson brackets. The first one is the standard Poisson–Lie bracket
(1.1), the second is given by

(3.1) {𝑓, 𝑔}𝑎(𝑥) = ⟨𝑎, [𝑑𝑓(𝑥), 𝑑𝑔(𝑥)]⟩,
where 𝑎 ∈ g* is a fixed element.

The compatibility condition is straightforward and the bi-hamiltonian approach
leads us immediately to Hamiltonian systems whose first integrals are Casimir func-
tions of linear combinations { , }+𝜆{ , }𝑎, which coincide exactly with the functions
from ℱ𝑎.

This approach can be applied for an arbitrary Lie algebra, not necessarily semi-
simple, and in fact, the algebra ℱ𝑎 of shifts turns out to be complete for many other
classes of Lie algebras. More precisely, the following criterion holds.

Consider the set of singular elements in g*:

Sing = {𝑙 ∈ g* | dimStad*(𝑙) > ind g},
where Stad*(𝑙) = {𝜉 ∈ g | ad*𝜉 𝑙 = 0} is the stationary subalgebra of 𝑙 in the sense of
the coadjoint representation.

If g is an algebra over R, then Sing is taken in the complexification (gC)*.

Theorem 3.2. [2] Let 𝑎 ∈ g* be a regular element. The algebra of shifts
ℱ𝑎 ⊂ 𝒮(g) is complete if and only if codimSing > 1.

It is important to remark that in the semisimple case the argument shift method
works for any field of zero characteristic. This follows from the fact that the com-
pleteness condition is preserved under extension of the field.

We now consider an example of a semisimple Lie algebra over a “non-standard”
field to show how the argument shift methods works in a more complicated situa-
tion.



152 BOLSINOV

Consider a faithful linear representation 𝜌 of a complex Lie algebra g on a
vector space 𝑉 .

Consider all rational mappings Ψ: 𝑉 → g satisfying the following property:
Ψ(𝑣) ∈ St(𝑣) where St(𝑣) = {𝜉 ∈ g | 𝜌(𝜉)𝑣 = 0} is the stationary subalgebra of 𝑣
with respect to 𝜌.

In other terms, Ψ can be treated as a rational section of the stationary subalge-
bra fiber bundle over 𝑉 (the fact that these subalgebras are of different dimensions
is not important, over a Zariski open set this fiber bundle is smooth and locally
trivial).

It is easy to see that the space 𝐿 = 𝐿(g, 𝜌, 𝑉 ) of such sections can be endowed
with a Lie algebra structure. Indeed, we can just put by definition:

[Ψ1,Ψ2](𝑣) = [Ψ1(𝑣),Ψ2(𝑣)] ∈ St(𝑣).

Over the original field this Lie algebra 𝐿 = 𝐿(g, 𝜌, 𝑉 ) is infinite dimensional.
But, we can, obviously, consider it over the field K = C(𝑣1, . . . , 𝑣𝑘) of rational func-
tions on 𝑉 . Then 𝐿(g, 𝜌, 𝑉 ) has a finite dimension and, moreover, dimK 𝐿(g, 𝜌, 𝑉 )
is equal to the dimension (over C) of a generic stationary subalgebra.

Assume that a generic stationary subalgebra St(𝑣) is semisimple, then so is
𝐿(g, 𝜌, 𝑉 ) over K.

Let us construct a complete commutative set in 𝒮(𝐿(g, 𝜌, 𝑉 )) by using the
argument shift method. As usual, we identify 𝐿* with 𝐿 (and, consequently, ad
with ad*) by using the form Tr: 𝐿× 𝐿 → K:

(TrΨ1Ψ2)(𝑣) = Tr𝜌(Ψ1(𝑣)Ψ2(𝑣)).

First of all, we need to describe the “(co)adjoint invariants” or, which is the
same, the centre of the corresponding Poisson algebra 𝒮(𝐿). Since St(𝑣) can be con-
sidered as a semisimple Lie algebra in gl(𝑉 ), one can use the polynomial functions
𝐹𝑘 : 𝐿

*(g, 𝜌, 𝑉 ) = 𝐿(g, 𝜌, 𝑉 ) → K given by

𝐹𝑘(Ψ) = Tr𝜌Ψ(𝑣)𝑘.

It is easy to see that 𝐹𝑘 ∈ 𝒮(𝐿), 𝑘 = 1, 2, . . .
Thus, the commuting polynomials in 𝒮(𝐿) constructed by the argument shift

method can be written as follows:

𝐹𝜆,𝑘(Ψ) = Tr𝜌(Ψ(𝑣) + 𝜆Ψ0(𝑣))
𝑘,

where Ψ0 : 𝑉 → g is a fixed rational section of the stationary subalgebra fiber
bundle (in other words, Ψ0 ∈ 𝐿 = 𝐿(g, 𝜌, 𝑉 )) satisfying one additional condition:
for a generic 𝑣 ∈ 𝑉 , the corresponding element Ψ0(𝑣) must be regular in St(𝑣).

The completeness of the set of such polynomials (over K) is evident. Indeed,
the completeness condition for 𝐿 is equivalent to the completeness condition for
the functions Tr𝜌(𝑋 + 𝜆𝐴)𝑘 defined on St(𝑣) for generic 𝑣 ∈ 𝑉 (here 𝑋 ∈ St(𝑣) is
variable, 𝐴 ∈ St(𝑣) is fixed). But the last condition holds just because St(𝑣) is a
usual semisimple algebra over C (see Theorem 3.1).
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4. Proof of the Mishchenko–Fomenko conjecture

Now we are ready to prove the Mishchenko–Fomenko conjecture. The following
statement reduces the general situation to several separate cases.

Lemma 4.1. Let g be a Lie algebra over a field K of zero characteristic. Then
one of the following statements holds:

(i) g has a commutative ideal h which satisfies at least one of the two condi-
tions: either dim h > 1 or [h, g] ̸= 0;

(ii) g has an ideal h isomorphic to the Heisenberg algebra h𝑚 and the centre
of g coincides with the centre of h;

(iii) g = g0 ⊕K, where g0 is semisimple;
(iv) g is semisimple.

Proof. Consider the radical r of g (if r is trivial, then g is semisimple and we
have (iv)). Take the chain or ideals:

{0} ⊂ r(𝑘) ⊂ r(𝑘−1) ⊂ · · · ⊂ r(1) ⊂ r(0) = r

where r(𝑙+1) = [r(𝑙), r(𝑙)]. Obviously, r(𝑘) is a commutative ideal. If dim r(𝑘) ̸= 1 or
r(𝑘) does not belong to the centre z(g) of g, then we get (i).

Assume that dim r(𝑘) = 1 and r(𝑘) ⊂ z(g). If the centre itself is of dimension
greater than 1, then we may take z(g) as a commutative ideal satisfying (i).

If dim z(g) = 1, then r(𝑘) coincides with z(g) and there are two possibilities:
1) r(𝑘) = r and then we have case (iii);
2) r(𝑘) is contained in the radical r as a proper subspace.
In the latter case, consider the ideal r(𝑘−1). If its own centre z(r(𝑘−1)) is bigger

than r(𝑘), then z(r(𝑘−1)) is a commutative ideal of dimension greater than 1 and
we have case (i). If z(r(𝑘−1)) = r(𝑘), then r(𝑘−1) is a two-step nilpotent Lie algebra
with one-dimensional centre, i.e., is isomorphic to the Heisenberg algebra and we
have case (iii). �

It turns out that an induction step (i.e., reducing the dimension) can naturally
be done in the two first cases (i) and (ii) (see below). In the third and forth cases
no inductive step is needed because a complete commutative subalgebra in 𝒮(g)
can be constructed by the argument shift method.

Consider the first case (i). Let h ⊂ g be a commutative ideal. First of all we
give a “differential” description of the polynomials 𝑓 ∈ Ann(h). For each 𝑥 ∈ g*,
denote by ℎ = 𝜋*

h(𝑥) ∈ h* its image under the natural projection 𝜋*
h : g

* → h* dual
to the inclusion 𝜋h : h → g. Consider the representation (ad|h)* : g → End(h*) dual
to the adjoint one ad|h : g → End(h) and the corresponding stationary subalgebra
St(ℎ) ⊂ g of ℎ = 𝜋*

h(𝑥) ∈ h*.
It is easy to verify the following

Lemma 4.2. If h ⊂ g is an ideal, then 𝑓 ∈ Ann(h) if and only if 𝑑𝑓(𝑥) ∈ St(ℎ)
for any 𝑥 ∈ g*.

Proof. The condition 𝑓 ∈ Ann(h) means that

(4.1) {𝑓, 𝜂}(𝑥) = ⟨𝑥, [𝑑𝑓(𝑥), 𝜂]⟩ = 0 for any 𝜂 ∈ h.
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Since h is an ideal, this can be rewritten as

0 = ⟨𝑥, [𝑑𝑓(𝑥), 𝜂]⟩ = ⟨ℎ, [𝑑𝑓(𝑥), 𝜂]⟩ = −⟨(ad|h)*𝑑𝑓(𝑥)ℎ, 𝜂⟩,

that is, (ad|h)*𝑑𝑓(𝑥)ℎ = 0, i.e., 𝑑𝑓(𝑥) ∈ St(ℎ), as required. �

Notice that (4.1) can be rewitten as ⟨ad*h𝑥, 𝑑𝑓(𝑥)⟩ = 0. In particular, we have

Corollary 4.1. St(ℎ) = (ad*h𝑥)
⊥ = {𝜉 ∈ g | ⟨ad*h𝑥, 𝜉⟩ = 0}.

Since the analysis of differentials is not always an easy task, we give another
version of the above statement, which can be convenient for applications.

Corollary 4.2. Let 𝑓 : g* → K satisfy the condition 𝑓(𝑥+ 𝑙) = 𝑓(𝑥) for any
𝑙 ∈ St(ℎ)⊥, ℎ = 𝜋*

h(𝑥), then 𝑓 ∈ Ann(h).

We now describe some “basic” elements in Ann(h). Let Ψ: h* → g be a poly-
nomial map such that Ψ(ℎ) ∈ St(ℎ) for any ℎ ∈ h* (among such maps there are, in
particular, constant maps into h). In other words, Ψ is a polynomial section of the
stationary subalgebra fiber bundle over h*.

The family of such sections is endowed with the natural structure of a Lie
algebra by:

[Ψ1,Ψ2](ℎ) = [Ψ1(ℎ),Ψ2(ℎ)].

Consider the following polynomial function on g*

𝑓Ψ(𝑥) = ⟨𝑥,Ψ(𝜋*
h(𝑥))⟩.

Lemma 4.3. The function 𝑓Ψ(𝑥) belongs to Ann(h). Moreover, the mapping
Ψ ↦→ 𝑓Ψ is a homomorphism of Lie algebras.

Proof. We have

(4.2) 𝑑𝑓Ψ(𝑥) = 𝑑⟨𝑥,Ψ(𝜋*
h(𝑥))⟩ = Ψ(𝜋*

h(𝑥)) + 𝜂.

The first term Ψ(𝜋*
h(𝑥)) = Ψ(ℎ) belongs to St(ℎ) by definition. The second term

𝜂 = (𝑑(Ψ ∘ 𝜋*
h))

*(𝑥) = 𝜋h ∘ 𝑑Ψ*(𝑥) belongs to h. Since h is commutative, we have
h ⊂ St(ℎ) and, consequently, 𝑑𝑓Ψ(𝑥) ∈ St(ℎ). Thus, 𝑓Ψ ∈ Ann(h) by Lemma 4.2.

Furthemore, consider two sections Ψ1 and Ψ2. Denoting 𝑑𝑓Ψ𝑖
(𝑥) = Ψ𝑖(ℎ) + 𝜂𝑖

(as in (4.2)), we have

{𝑓Ψ1 , 𝑓Ψ2}(𝑥) = ⟨𝑥, [Ψ1(ℎ) + 𝜂1,Ψ2(ℎ) + 𝜂2]⟩
= ⟨𝑥, [Ψ1,Ψ2](ℎ)⟩+ ⟨𝑥, [Ψ1(ℎ), 𝜂2]⟩+ ⟨𝑥, [𝜂1,Ψ2(ℎ)]⟩
= 𝑓[Ψ1,Ψ2](𝑥) + ⟨ℎ, [Ψ1(ℎ), 𝜂2]⟩+ ⟨ℎ, [𝜂1,Ψ2(ℎ)]⟩

The last two terms vanish since Ψ𝑖(ℎ) ∈ St(ℎ) and we obtain finally

{𝑓Ψ1
, 𝑓Ψ2

}(𝑥) = 𝑓[Ψ1,Ψ2](𝑥).

In other words, the mapping Ψ ↦→ 𝑓Ψ is a homomorphism of the algebra of
sections into Ann(h) ⊂ 𝒮(g), as needed. �

Lemma 4.4. tr.deg.Ann(h) = dimSt(ℎ) = codimad*h𝑥 for generic 𝑥 ∈ g*.
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Proof. The inequality

tr.deg.Ann(h) 6 codimad*h𝑥

is general and simply means that “the number of independent invariants cannot
be greater than the codimension of a generic orbit”. On the other hand, Lemma
4.3 explains how one can construct at least dimSt(ℎ) algebraically independent
polynomials from Ann(h), hence

tr.deg.Ann(h) > dimSt(ℎ).

Finally, the equality dimSt(ℎ) = codimad*h𝑥 follows directly from Corollary 4.1. �

This statement says that Ann(h) has sufficiently many independent polynomi-
als and we may apply Proposition 2.2 (see Remark 2.2). In other words, a complete
commutative subalgebra in 𝒮(g) can be obtained from any two complete commu-
tative subalgebras 𝒜1 ⊂ 𝒮(h) and 𝒜2 ⊂ Ann(h). Also notice that in our case
𝒮(h) ⊂ Ann(h) so that we only need to construct a commutative subalgebra ℱ
which is complete in Ann(h). In other words, we have

Proposition 4.1. Let ℱ be a complete commutative subalgebra in Ann(h),
then ℱ is complete in 𝒮(g).

Another important remark is that 𝒮(h) is contained in the centre of Ann(h)
so that we may consider polynomials from 𝒮(h) as “new coefficients”. Now we are
going to explain how this idea allows us to reduce the problem to a Lie algebra of
lower dimension (but over an extended field!).

Let 𝑝 = 𝑝(𝜂1, . . . , 𝜂𝑙) ∈ 𝒮(h) be an arbitrary polynomial on h*, where 𝜂1, . . . , 𝜂𝑙
is a certain basis in h. If Ψ: h* → g is a polynomial section of the stationary
subalgebra fiber bundle, then so is 𝑝Ψ. Besides [𝑝1Ψ1, 𝑝2Ψ2] = 𝑝1𝑝2[Ψ1,Ψ2]. This
means that elements from 𝒮(h) can be treated as “new coefficients” for the algebra
of sections. The same is true for Ann(h): it is a module over the ring K[h*] = 𝒮(h)
(not only as a commutative algebra of polynomials but also as a Lie algebra).
Moreover, the homomorphism of Lie algebras Ψ ↦→ 𝑓Ψ is K[h*]-linear.

This observation allows us to pass to a new field of coefficients, namely K(h*) =
Frac𝒮(h). To do this correctly we need to extend all our objects by admitting
division by polynomials from K[h*] = 𝑆(h). Instead of Ann(h) we consider

Annfrac(h) =

{︂
𝑓

𝑔

⃒⃒⃒⃒
𝑓 ∈ Ann(h), 𝑔 ∈ 𝒮(h)

}︂
Analogously, instead of polynomial sections Ψ: h* → g, we consider rational

ones. As above (see example in Section 3), we denote the algebra of rational sections
by 𝐿(g, (ad|h)*, h*), and its image in Annfrac(h) under the mapping Ψ ↦→ 𝑓Ψ by 𝐿h.

The crucial point of the proof is that all these objects Annfrac(h), 𝐿h, and
𝐿(g, (ad|h)*, h*) can now be treated as Lie algebras over K(h*) = Frac𝒮(h). The
same is true for the homomorphism Ψ ↦→ 𝑓Ψ. Moreover, though the Lie algebra
𝐿h is infinite-dimensional over the initial field K, it becomes finite-dimensional
over K(h*)!
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Lemma 4.5. dimK(h*) 𝐿h = dimK St(ℎ)− dimK h+ 1, where St(ℎ) is a generic
stationary subalgebra of the representation (ad|h)* : g → End(h*).

Proof. To find the dimension of 𝐿h, we describe the kernel of the homomor-
phism Ψ ↦→ 𝑓Ψ. It is not hard to see that 𝑓Ψ = 0 if and only if Ψ(ℎ) ∈ Ker (ℎ),
where Ker (ℎ) ⊂ h is the kernel of the linear functional ℎ ∈ h*. The dimension of
the subspace of such sections Ψ over Frac𝒮(h) is equal to dim h − 1. Taking into
account that the dimension of the algebra of sections 𝐿(g, (ad|h)*, h*) over K(h*) is
equal to the dimension of a generic fiber, i. e., dimK St(ℎ), we immediately obtain
the result. �

Thus, we have constructed a finite dimensional subalgebra 𝐿h ⊂ Annfrac(h)
over the extended field K(h*). Notice that its dimension is strictly less than
dim g (it concides with dim g in the only case, when dim h = 1 and simultane-
ously dimSt(ℎ) = dim g, i.e., h ⊂ z(g), but exactly this situation has been excluded
from case (i), see Lemma 4.1).

Assume that we are able to solve our initial problem (i.e., to construct a com-
plete commutative subalgebra) for the finite dimensional Lie algebra 𝐿h in the sense
of the new field K(h*). It turns out that this leads us immediately to the solution
of the problem for g over the initial field K. To see this, we just need to give some
comments.

Let ℱ be a complete commutative subalgebra in 𝒮(𝐿h) in the sense of K(h*).
Without loss of generality, we shall assume that together with any two polynomials
𝑓 and 𝑔 the algebra ℱ contains their product 𝑓𝑔 and also contains all the constants,
i.e. elements from K(h*).

Notice first of all that 𝒮(𝐿h) can naturally be considered as a subalgebra in
Annfrac(h), since 𝐿h ⊂ Annfrac(h). Therefore any commutative subalgebra ℱ ⊂
𝒮(𝐿h) can be treated as a commutative subalgebra in Annfrac(h).

Thus, we can look at ℱ from two different points of view: either as a subalgebra
in 𝒮(𝐿h) in the sense of the extended field K(h*), or a subalgebra in 𝒮(𝐿h) in the
sence of the initial field K (and then both ℱ and 𝒮(𝐿h) are considered as subalgebras
in Annfrac(h)).

We have assumed that ℱ is complete in 𝒮(𝐿h) in the sense of K(h*). Will it
be complete in 𝒮(𝐿h) in the sense of the initial field K? It is not hard to see that
the answer is positive.

The next question: is this algebra ℱ complete in Annfrac(h)? The answer is
obviously positive because at a generic point 𝑥 ∈ g*, the subspaces in g generated
by the differentials of functions from 𝒮(𝐿h) and from ℱ are exactly the same (both
of them coincide with St(ℎ), see Lemma 4.2).

The last difficulty is that the functions from ℱ are not polynomial, but rational.
More precisely, they are all of the form 𝑓

𝑔 , where 𝑔 ∈ K(h*). But together with 𝑓
𝑔

this subalgebra contains both 𝑓 and 𝑔 separately. Therefore, the difficulty can be
avoided just by taking the “polynomial” part of ℱ , or simply by multiplying each
fraction by its denominator. After this operation we obtain a certain subalgebra
ℱpol in Ann(h) which is obviously commutative and complete (just because the
number of independent functions remains the same). In other words, after “polyno-
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mialization” ℱ ↦→ ℱpol, any complete commutative subalgebra ℱ ⊂ 𝒮(𝐿h) remains
complete in Ann(h). Taking into account Proposition 4.1, we come to the following
conclusion.

Proposition 4.2. If the Mischenko-Fomenko conjecture holds for 𝐿h over
K(h*), then it holds for g over the initial field K.

Thus, in case (i) from Lemma 4.1, the problem is reduced to a Lie algebra of
smaller dimension.

Let us now consider the second case. Suppose that g has an ideal isomorphic
to the Heisenberg algebra h𝑚, and the centre of h𝑚 coincides with the centre of g.
Recall the structure of the Heisenberg algebra: h𝑚 splits into the direct sum of a
subspace 𝑉 of dimension 2𝑚 and the one-dimensional centre z(h𝑚) generated by a
vector 𝜖. For two arbitrary elements 𝜉1, 𝜉2 ∈ 𝑉 , their commutator is defined by

[𝜉1, 𝜉2] = 𝜔(𝜉1, 𝜉2)𝜖,

where 𝜔 is a symplectic form on 𝑉 .
First we notice several useful properties of g.

Lemma 4.6. There exists a subalgebra b ⊂ g such that g = b⊕𝑉 and b∩ h𝑚 =
z(h𝑚). Besides, the subspace 𝑉 ⊂ h𝑚 is invariant under the adjoint action of b
and b acts on 𝑉 by symplectic transformations.

Proof. We define b in the following way:

b = {𝜉 ∈ g | ad𝜉(𝑉 ) ⊂ 𝑉 }.

Obviously, b is a subalgebra in g. Let us check that any element 𝜉 ∈ g can be
uniquely presented in the form 𝜉 = 𝜉1 + 𝜉2, where 𝜉1 ∈ b, 𝜉2 ∈ 𝑉 .

Consider 𝑣 ∈ 𝑉 and 𝜉 ∈ g. We can decompose [𝜉, 𝑣] ∈ h𝑚 with respect to the
subspaces 𝑉 and z(h𝑚):

[𝜉, 𝑣] = 𝜂1 + 𝜂2, 𝜂1 ∈ 𝑉, 𝜂2 ∈ z(h𝑚).

Since the centre z(h𝑚) is one-dimensional 𝜂2 can be presented as 𝜂2 = 𝑙𝜉(𝑣)𝜖,
where 𝑙𝜉 : 𝑉 → K is a certain linear functional. Since 𝑉 is endowed with a non-
degenerate symplectic structure, this functional can be taken in the form 𝑙𝜉(𝑣) =
𝜔(𝜉2, 𝑣), where 𝜉2 ∈ 𝑉 is a certain element which is uniquely defined by 𝜉. It is
easy to see that 𝜉 − 𝜉2 leaves the space 𝑉 invariant:

[𝜉 − 𝜉2, 𝑣] = 𝜂1 + 𝜂2 − [𝜉2, 𝑣] = 𝜂1 + 𝜔(𝜉2, 𝑣)𝜖− 𝜔(𝜉2, 𝑣)𝜖 = 𝜂1 ∈ 𝑉.

Thus, g = b⊕ 𝑉 is a direct sum of these subspaces. Also it is easy to see that,
b ∩ h𝑚 = z(h𝑚).

We need finally to prove that the representation ad: b → End(𝑉 ) is symplectic,
i.e., each transformation ad𝛽 : 𝑉 → 𝑉 is an element of the symplectic Lie algebra
sp(𝑉, 𝜔) for any 𝛽 ∈ b.

To this end, we use the Jacobi identity. We have:

ad𝛽 [𝑣1, 𝑣2] = [ad𝛽𝑣1, 𝑣2] + [𝑣1, ad𝛽𝑣2] = 𝜔(ad𝛽𝑣1, 𝑣2) + 𝜔(𝑣1, ad𝛽𝑣2).
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On the other hand, [𝑣1, 𝑣2] belongs to the centre, therefore ad𝛽 [𝑣1, 𝑣2] = 0. Thus,

𝜔(ad𝛽𝑣1, 𝑣2) + 𝜔(𝑣1, ad𝛽𝑣2) = 0,

which is equivalent to saying that the representation ad: b → End(𝑉 ) is sym-
plectic. �

Remark 4.1. It is not hard to verify that ind b = ind g. The proof is straight-
forward. The same result will, however, follow from our consideration below.

Following our general idea we need to consider h𝑚 and its annihilator Ann(h𝑚).
It turn out that the functions from Ann(h𝑚) admit a very natural description.

For any element 𝛽 ∈ b we define a quadratic polynomial

𝑓𝛽(𝑥) = ⟨𝛽, 𝑥⟩⟨𝜖, 𝑥⟩+ 1
2 ⟨𝜔

−1((ad𝛽)
*𝜋(𝑥)), 𝑥⟩.

Here 𝜋 : g* → 𝑉 * is the natural projection, (ad𝛽)* : 𝑉 * → 𝑉 * is the operator
dual to ad𝛽 : 𝑉 → 𝑉 , 𝜔 is a symplectic structure on 𝑉 treated as a mapping from
𝑉 to 𝑉 * so that 𝜔−1 is an inverse operator from 𝑉 * to 𝑉 , 𝜖 is a generator of the
centre of b.

Lemma 4.7. 𝑓𝛽 ∈ Ann(h𝑚).

Proof. We need to verify the following identity

⟨𝑥, [𝑑𝑓𝛽(𝑥), 𝜂]⟩ = 0

for any 𝜂 ∈ h𝑚, 𝑥 ∈ g*.
Compute the differential of 𝑓𝛽 . First notice that the quadratic form ⟨𝐶𝑥, 𝑦⟩ =

⟨𝜔−1((ad𝑏)
*𝜋(𝑥)

)︀
, 𝑦⟩ is symmetric, therefore 𝑑⟨𝐶𝑥, 𝑥⟩ = 2𝐶𝑥. Hence

𝑑𝑓𝛽(𝑥) = 𝛽⟨𝜖, 𝑥⟩+ 𝜖⟨𝛽, 𝑥⟩+ 𝜔−1((ad𝛽)
*𝜋(𝑥)).

Then for arbitrary 𝜂 ∈ h𝑚 we have:

⟨[𝑑𝑓𝛽(𝑥), 𝜂], 𝑥⟩ = ⟨[𝛽⟨𝜖, 𝑥⟩+ 𝜖⟨𝛽, 𝑥⟩+ 𝜔−1((ad𝛽)
*𝜋(𝑥)), 𝜂], 𝑥⟩

⟨𝜖, 𝑥⟩⟨ad𝛽𝜂, 𝑥⟩+ 𝜔(𝜔−1((ad𝛽)
*𝜋(𝑥), 𝜂)⟨𝜖, 𝑥⟩

= ⟨𝜖, 𝑥⟩⟨ad𝛽𝜂, 𝑥⟩+ ⟨(ad𝛽)*𝜋(𝑥), 𝜂⟩)⟨𝜖, 𝑥⟩
= ⟨𝜖, 𝑥⟩⟨ad𝛽𝜂, 𝑥⟩ − ⟨𝜋(𝑥), ad𝛽𝜂⟩)⟨𝜖, 𝑥⟩
= ⟨𝜖, 𝑥⟩⟨ad𝛽𝜂, 𝑥⟩ − ⟨𝑥, ad𝛽𝜂⟩)⟨𝜖, 𝑥⟩ = 0. �

The next statement is an analog of Lemma 4.4.

Lemma 4.8. tr.deg.Ann(h𝑚) = dim b = codimad*h𝑚
𝑥 for generic 𝑥 ∈ g.

Proof. Here by ad* we denote the coadjoint action of g on g*. However for
the subalgebra h𝑚 we may consider the coadjoint action on its own dual space
h*𝑚. Denote this action by ̃︁ad* for a moment. Consider two subspaces ad*h𝑚

𝑥 and̃︁ad*h𝑚
ℎ, where 𝑥 is generic in g* and ℎ is generic in h𝑚. It is a general and obvious

fact that
dimad*h𝑚

𝑥 > dim̃︁ad*h𝑚
ℎ.
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But dim̃︁ad*h𝑚
ℎ = dim h𝑚 − ind h𝑚 = 2𝑚+ 1− 1 = 2𝑚 so that

codimad*h𝑚
𝑥 6 dim g− 2𝑚 = dim b.

On the other hand, Lemma 4.7 gives us an explicit formula for dim b independent
polynomials from Ann(h𝑚) and, consequently,

dim b 6 tr.deg.Ann(h𝑚)

Taking into account the general inequality tr.deg.Ann(h𝑚) 6 codimad*h𝑚
𝑥 we

come to the desired conclusion. �

This lemma says, in particular, that Ann(h𝑚) has sufficiently many indepen-
dent functions so that we may apply Proposition 2.2 (see Remark 2.2). In other
words, we have

Proposition 4.3. Let ℱ be a complete commutative subalgebra in Ann(h𝑚)
and ℱ ′ be a complete commutative subalgebra in 𝒮(h𝑚), then ℱ + ℱ ′ is complete
in 𝒮(g).

As we see from Lemma 4.7, the subalgebra b and the annihilator Ann(h𝑚) are
closely related. The following construction explains this relationship more explic-
itly. Instead of 𝑓𝛽 it will be more convenient to consider the rational function of
the form: 𝑓𝛽(𝑥) = 𝑓𝛽(𝑥)/⟨𝜖, 𝑥⟩.

Notice the following remarkable fact which can be verified by a straightforward
computation.

Lemma 4.9. The map 𝛽 ↦→ 𝑓𝛽 is an embedding (monomorphism) of b into
Frac(𝒮(g)).

The further construction follows the same idea as in the first case (i). First
we need to admit division by the central elements 𝑔 ∈ 𝒮(z(g)). Notice that these
elements are just polynomials of one variable 𝜖, generator of the centre z(g). Thus,
we consider

Annfrac(h𝑚) =

{︂
𝑓

𝑔

⃒⃒⃒⃒
𝑓 ∈ Ann(h), 𝑔 ∈ 𝒮(z(g))

}︂
.

The map 𝛽 ↦→ 𝑓𝛽 generates an embedding of b and, consequently, of 𝒮(b) into
Annfrac(h𝑚).

For applications, it is convenient to rewrite the embedding in dual terms. Let
𝑓 : b* → K be a polynomial function on b*. Introduce a new function 𝑓 : g* → K
by letting

𝑓(𝑥) = 𝑓(𝑏+ 𝑣) = 𝑓
(︀
𝑏+ 1

2 ⟨𝑒, 𝑏⟩
−1 · 𝑙𝑣

)︀
where 𝑙𝑣 denotes a linear functional on b defined by

𝑙𝑣(𝛽) = ⟨𝜔−1((ad𝛽)
*𝑣), 𝑣⟩

and 𝑥 = 𝑏+ 𝑣 is the decomposition dual to g = b+ 𝑉 .
The following statement is just a reformulation of Lemmas 4.7 and 4.9.

Lemma 4.10. The map 𝑓 ↦→ 𝑓 is an embedding of 𝒮(b) into Annfrac(h𝑚).
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Now it is easy to see that the construction of a complete commutative subal-
gebra in 𝒮(g) is naturally reduced to the same problem for 𝒮(b).

Indeed, suppose we have a complete commutative subalgebra ℱ in 𝒮(b). As
before, we assume that this algebra is closed with respect to the usual multiplication
and contains 𝒮(z(g)).

Consider its image ̃︀ℱ in Annfrac(h𝑚) under the mapping 𝑓 ↦→ 𝑓 . We claim
that ̃︀ℱ is complete in Annfrac(h𝑚). This follows immediately from the fact that at
a generic point, the subspaces in g generated by the functions from Annfrac(h𝑚)

and by the functions of the form 𝑓 , where 𝑓 ∈ 𝒮(b) coincide (since they have the
same dimension dim b, see Lemma 4.8). Finally, to obtain a polynomial complete
commutative subalgebra in Ann(h𝑚), we just take the polynomial part ̃︀ℱpol of ̃︀ℱ ,
see above for details.

Proposition 4.4. If b satisfies the Mischenko–Fomenko conjecture, then so
does g.

Thus, we have shown that in cases (i) and (ii), the proof of the Mischenko-
Fomenko conjecture can be reduced to the algebra b of smaller dimension. The
induction argument completes the proof of Theorem 1.1.

Notice that the proof is constructive: if we have a complete commutative sub-
algebra in 𝒮(𝐿h) or in 𝒮(b), we get a complete commutative subalgebra in 𝒮(g) by
using rather simple explicit formulae.

5. Examples

In this section we illustrate the above construction by several examples. Con-
sider the semidirect sums:

(1) so(𝑛) +𝜑 R𝑛,
(2) sp(2𝑛) +𝜑 R2𝑛,
(3) gl(𝑛) +𝜑 R𝑛,

with respect to the natural representations.
Recall that our construction is a step-by-step procedure. At each step we reduce

the dimension of the Lie algebra under consideration until we come to either one-
dimensional or semisimple Lie algebra. The first case is the simplest one. After
one step we come to a semisimple Lie algebra and then apply the argument shift
method. The second Lie algebra sp(2𝑛) +𝜑 R2𝑛 needs two steps (of two different
types corresponding to cases (1) and (2) from Lemma 4.1). The affine Lie algebra
gl(𝑛) +𝜑 R𝑛 is “more complicated": we never come to the semisimple algebra, but
have to make 𝑛 steps before we finish with the trivial Lie algebra.

We first discuss some general facts related to semidirect sums g = k+𝜌 𝑉 of a
Lie algebra k and a commutative ideal 𝑉 . The dual space g* is naturally identified
with k* + 𝑉 * and we shall represent elements of g* as pairs (𝑀, 𝑣), where 𝑀 ∈ k*,
𝑣 ∈ 𝑉 *.

According to our general approach, we are going to make “reduction” with
respect to 𝑉 as a commutative ideal h from Lemma 4.1, case (i). By St𝜌*(𝑣) we
denote the stationary subalgebra of 𝑣 ∈ 𝑉 * with respect to the dual representation
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𝜌* : k → End(𝑉 *). It is easy to see that the stationary subalgebra St(𝑣) considered
in Lemma 4.2 is just the semidirect sum of St𝜌*(𝑣) and the ideal 𝑉 . The following
statement is a reformulation of Corollary 4.2 in this particular case.

Lemma 5.1. Let 𝑓 : g* → R satisfy the following condition:

(5.1) 𝑓(𝑀, 𝑣) = 𝑓(𝑀 + 𝐿, 𝑣) for any 𝐿 ∈ St𝜌*(𝑣)⊥ ⊂ k*.

Then 𝑓 ∈ Ann(𝑉 ).

Condition (5.1) has a very natural geometrical meaning. Namely, if we think
of 𝑣 as a parameter, then 𝑓(𝑀,𝑣) can naturally be considered as a function on
St𝜌*(𝑣)*. In particular, this function can be presented in the form 𝑓(𝑀, 𝑣) =
𝑓𝑣(𝜋(𝑀)), where 𝜋 : k* → St𝜌*(𝑣)* denotes the natural projection.

Lemma 5.2. Let 𝑓(𝑀,𝑢) and 𝑔(𝑀,𝑢) satisfy (5.1). Then

{𝑓(𝑀,𝑣), 𝑔(𝑀,𝑣)} = {𝑓𝑣(𝜋(𝑀)), 𝑔𝑣(𝜋(𝑀))}St𝜌* (𝑣),
where the latter is the Poisson–Lie bracket on St𝜌*(𝑣)*.

The proof of this statement is, if fact, similar to that of Lemma 4.3 and is based
on the simple fact that 𝑑𝑓(𝑀, 𝑣) = (𝑋, 𝜂) ∈ g where 𝜂 ∈ 𝑉 , 𝑋 ∈ St𝜌*(𝑣) ⊂ k.

According to our main idea, the construction of a complete commutative sub-
algebra in 𝒮(g) is reduced to a similar problem for Ann(𝑉 ). The next statement
describes this reduction explicitly.

Lemma 5.3. Consider a set of polynomials 𝑓1(𝑀, 𝑣), . . . , 𝑓𝑙(𝑀,𝑣) satisfying
(5.1). Suppose that for generic 𝑣 ∈ 𝑉 they commute as functions on St𝜌*(𝑣)* and
form a complete commutative set in 𝒮(St𝜌*(𝑣)). Then

{𝑓1, . . . , 𝑓𝑙} ∪ 𝑉

is a complete commutative set in 𝒮(g).

Let us now turn to the examples. Consider the Lie algebra g = e(𝑛) = so(𝑛)+𝜑

R𝑛 (i.e., the Lie algebra of the isometry group of the Euclidean space R𝑛). The dual
space e(𝑛)* is identified with e(𝑛) by means of the scalar (non-invariant!) product
⟨(𝑀1, 𝑣1), (𝑀2, 𝑣2)⟩ = Tr,𝑀1𝑀2 + ⟨𝑣1, 𝑣2⟩.

For generic 𝑣 ∈ R𝑛, the stationary subalgebra of the natural representation of
so(𝑛) is isomorphic to so(𝑛− 1). This stationary subalgebra depends on 𝑣 as a pa-
rameter and is semisimple. Thus, a complete commutative set can be constructed
by the argument shift method. According to Lemma 5.3 we need to construct a
set of functions 𝑓1(𝑀, 𝑣), . . . , 𝑓𝑘(𝑀,𝑣) such that for each (generic) 𝑣 these func-
tions becomes “the shifts of invariants” on the stationary subalgebra of 𝑣. As such
functions we may consider, for instance,

𝑓𝜆,𝑘(𝑀,𝑣) = Tr(pr𝑣(𝑀 + 𝜆𝐵))𝑘

where pr𝑣 : so(𝑛) = so(𝑛)* → St𝜑*(𝑣) = St𝜑*(𝑣)* is the orthogonal projection. It is
not hard to see that this projection is given by

pr𝑣(𝑀) = 𝑀 − 1

|𝑣|2
(︀
𝑣 ⊗ (𝑀𝑣)⊤ −𝑀𝑣 ⊗ 𝑣⊤

)︀
.
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The above functions are not polynomial, but rational. This problem, however,
can easily be avoided by replacing prSt(𝑣) with the map

|𝑣|2 · pr𝑣 : so(𝑛) → St(𝑣)

|𝑣|2 · pr𝑣(𝑀) = |𝑣|2𝑀 − 𝑣 ⊗ (𝑀𝑣)⊥ +𝑀𝑣 ⊗ 𝑣⊥,

which is quadratic in 𝑣 (and linear in 𝑀).
As a result we obtain a family of commuting polynomials

𝑓𝑘,𝜆(𝑀,𝑣) = Tr(|𝑣|2pr𝑣(𝑀 + 𝜆𝐵))𝑘.

The following statement is a particular case of Lemma 5.3. Let 𝑣𝑖 = ⟨𝑣, 𝑒𝑖⟩ be
coordinate linear functions on R𝑛 with respect to a certain basis 𝑒1, . . . , 𝑒𝑛.

Theorem 5.1. [33] The functions

𝑣1, . . . , 𝑣𝑛 and 𝑓𝑘,𝜆(𝑀,𝑣), 𝑘 = 2, 4, . . . , [𝑛− 1], 𝜆 ∈ R,

generate a complete commutative subalgebra in 𝒮(e(𝑛)).

Remark 5.1. The above construction was studied by A. S. Ten in his diploma
work [33] two years before Sadetov’s proof. In fact, Ten proved this result for any
semidirect sum k +𝜌 𝑉 with k being compact. The compactness, however, can be
easily replaced by the assumption that the generic stationary subalgebra of the
dual representation 𝜌* : k → End(𝑉 *) is semisimple. Moreover, as explained by
M. Derkach in [12], the method suggested by A. Brailov many years ago in his
PhD thesis gives the same complete commutative subalgebras.

The next example is the semidirect product g = sp(2𝑛)+𝜑 R2𝑛 with respect to
the standard representation. As above, the elements of sp(2𝑛)+𝜑R2𝑛 are presented
as pairs (𝑀,𝑣), where 𝑀 ∈ sp(2𝑛), 𝑣 ∈ R2𝑛. The dual space g* is identified
with g by

⟨(𝑀1, 𝑣1), (𝑀2, 𝑣2)⟩ = Tr𝑀1𝑀2 +Ω(𝑣1, 𝑣2),

where Ω is a symplectic form on R2𝑛.
It is easy to see that the generic stationary subalgebra St𝜑*(𝑣) is not semisimple

as in the previous case, but isomorphic to the semidirect sum sp(2𝑛 − 2) + h𝑛−1,
where h𝑛−1 is a Heisenberg ideal. In turn, h𝑛−1 is decomposed into (2𝑛 − 2)-
dimensional symplectic space 𝑉 and one-dimensional centre z. Such a decomposi-
tion is not uniquely defined. To make the choice unique, we choose another element
𝑎 ∈ R2𝑛 such that Ω(𝑎, 𝑣) ̸= 0. After this the subalgebra sp(2𝑛 − 2) ⊂ St𝜑*(𝑣) is
defined to be the common stationary subalgebra for 𝑣 and 𝑎

St𝜑*(𝑣, 𝑎) = {𝐴 ∈ sp(2𝑛) | 𝜑*(𝐴)𝑎 = 𝜑*(𝐴)𝑣 = 0},

the space 𝑉 is formed by matrices

(5.2) 𝐶𝜉 = 𝑣 ⊗ (Ω𝜉)⊤ + 𝜉 ⊗ (Ω𝑣)⊤

where 𝜉 belongs to the (2𝑛− 2)-dimensional subspace

span{𝑣, 𝑎}Ω = {𝜉 ∈ R2𝑛 | Ω(𝜉, 𝑎) = Ω(𝜉, 𝑣) = 0},
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and the centre z is generated by the matrix

(5.3) 𝐶0 = 𝑣 ⊗ (Ω𝑣)⊤.

Here ⊗ denotes usual matrix multiplication and we think of 𝑣 as a column and
of (Ω𝑣)⊤ as a row. At the same time ⊗ is the tensor product of a vector and a
covector.

We now apply the general approach to St𝜑*(𝑣) = sp(2𝑛− 2)+h𝑛−1 thinking of
𝑣 as a parameter. A complete commutative family for St𝜑*(𝑣) consists of two parts.
One is a complete commutative family for the Heisenberg ideal h𝑛−1. The other is
formed by the shifts of Ad-invariants of sp(2𝑛− 2) transmitted into 𝒮(St𝜑*(𝑣)) by
means of Lemma 4.10.

The functions corresponding to the Heisenberg ideal are (see (5.2), (5.3)):

𝜖(𝑀,𝑣) = Tr𝑀𝐶0 = Tr𝑀 𝑣 ⊗ (Ω𝑣)⊤ = Ω(𝑣,𝑀𝑣)

and
Tr𝑀𝐶𝜉 = Tr𝑀(𝑣 ⊗ (Ω𝜉)⊤ + 𝜉 ⊗ (Ω𝑣)⊤) = 2Ω(𝑀𝑣, 𝜉).

If we want them to commute, then 𝜉 must belong to a certain (𝑛− 1)-dimensional
Lagrangian subspace in span{𝑣, 𝑎}Ω. For instance, we may take 𝜉 of the form
𝜉 = 𝜁Ω(𝑢, 𝑎)− 𝑎Ω(𝜁, 𝑣), where 𝜁 belongs to a certain fixed Lagrangian subspace in
R2𝑛 that contains 𝑎. In other words, as commuting functions we can take

𝑓𝜁(𝑀,𝑣) = Ω(𝑀𝑣, 𝜁Ω(𝑣, 𝑎)− 𝑎Ω(𝜁, 𝑣)) =

⃒⃒⃒⃒
Ω(𝑣, 𝜁) Ω(𝑣, 𝑎)

Ω(𝑀𝑣, 𝜁) Ω(𝑀𝑣, 𝑎)

⃒⃒⃒⃒
Finally, the shifts of Ad-invariants of sp(2𝑛 − 2) = St𝜑*(𝑣, 𝑎) take the follow-

ing form (after being transmitted into 𝒮(St𝜑*(𝑣)) by Lemma 4.9 and lifted into
𝒮(sp(2𝑛) +𝜑 R2𝑛):

𝑓𝑘,𝜆(𝑀,𝑣) = Tr(pr𝑣,𝑎(Ω(𝑀𝑣, 𝑣)𝑀 +𝑀𝑣 ⊗ (Ω𝑀𝑣)⊤ + 𝜆𝐵))𝑘.

It can be checked that the projection pr𝑣,𝑎 is given by

pr𝑣,𝑎(𝑀) = 𝑀 − Ω(𝑣, 𝑎)−1(𝑀𝑎⊗ (Ω𝑣)⊤ − 𝑣 ⊗ (Ω𝑀𝑎)⊤)

+ Ω(𝑣, 𝑎)−2Ω(𝑀𝑎, 𝑎)𝑣 ⊗ (Ω𝑣)⊤

− Ω(𝑣, 𝑎)−1(𝑀𝑣 ⊗ (Ω𝑎)⊤ − 𝑎⊗ (Ω𝑀𝑣)⊤)

+ Ω(𝑣, 𝑎)−2Ω(𝑀𝑣, 𝑣)𝑎⊗ (Ω𝑎)⊤

+Ω(𝑣, 𝑎)−2Ω(𝑀𝑣, 𝑎)(𝑎⊗ (Ω𝑣)⊤ + 𝑣 ⊗ (Ω𝑎)⊤).

To avoid rational functions we replace 𝑓𝑘,𝜆(𝑀,𝑣) by

𝑓𝑘,𝜆(𝑀,𝑣) = Tr(Ω(𝑣, 𝑎)2pr𝑣,𝑎(Ω(𝑀𝑣, 𝑣)𝑀 +𝑀𝑣 ⊗ (Ω𝑀𝑣)⊤ + 𝜆𝐵))𝑘.

Here is the final statement.

Theorem 5.2. The following functions generate a complete commutative sub-
algebra in 𝒮(sp(2𝑛) +𝜌 R2𝑛):

1) 𝑣1, 𝑣2, . . . , 𝑣2𝑛 (coordinate functions on R2𝑛);
2) 𝑓𝜁(𝑀, 𝑣), where 𝜁 belongs to a certain Lagrangian subspace in R2𝑛 that

contains 𝑎;
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3) 𝜖(𝑀,𝑣), the function corresponding to the centre of St𝜌*(𝑣);
4) 𝑓𝑘,𝜆(𝑀,𝑣), 𝑘 = 2, 4, . . . , 2𝑛, 𝜆 ∈ R.

The last example is the Lie algebra aff𝑛 = gl(𝑛,R) + R𝑛 of the affine group.
Once again we consider 𝑉 = R𝑛 as a commutative ideal and follow our general

approach. The stationary subalgebra of any non-zero element 𝑣 ∈ 𝑉 * with respect
to the Ad*-action of aff𝑛 on 𝑉 * is isomprphic to aff𝑛−1 + R𝑛, where aff𝑛−1 =
aff𝑛−1(𝑣) = gl(𝑛 − 1) + R𝑛−1 ⊂ k = gl(𝑛) is the stationary subalgebra of 𝑣 with
respect to the natural action of gl(𝑛) on 𝑉 *. Thus, on the second step of the
procedure, we have to deal again with the affine algebra (of smaller dimension)
which depends on 𝑣 as a parameter. It turns out that repeating this procedure step
by step, we come to the following set of commuting functions.

Let 𝜉1, 𝜉2, . . . , 𝜉𝑛 ⊂ 𝑉 = R𝑛. For definiteness, we think of 𝑣 ∈ 𝑉 * as a row,
and of 𝜉𝑖 ∈ 𝑉 as a column. The functions corresponding to the commutative ideal
𝑉 = R𝑛 are:

𝑓𝜉1(𝑀, 𝑣) = ⟨𝑣, 𝜉1⟩, 𝜉1 ∈ 𝑉.

The functions which correspond to the commutative ideal in the stationary
subalgebra St(𝑣) = gl(𝑛− 1) + R𝑛−1 take the form

𝑓𝜉1,𝜉2(𝑀,𝑣) =

⃒⃒⃒⃒
⟨𝑣, 𝜉1⟩ ⟨𝑣, 𝜉2⟩

⟨𝑣𝑀, 𝜉1⟩ ⟨𝑣𝑀, 𝜉2⟩

⃒⃒⃒⃒
Analogously, on the 𝑘th step we obtain the functions.

𝑓𝜉1,...,𝜉𝑘(𝑀, 𝑣) = det(𝑎𝑖𝑗),

where 𝑎𝑖𝑗 = ⟨𝑣𝑀 𝑖−1, 𝜉𝑗⟩.

Theorem 5.3. The functions 𝑓𝜉1,...,𝜉𝑘(𝑀,𝑣), 𝜉𝑖 ∈ R𝑛, 𝑘 = 1, . . . , 𝑛 − 1, com-
mute for any values of parameters, i.e.,

{𝑓𝜉1,...,𝜉𝑙 , 𝑓𝜉1,...,𝜉𝑘} = 0,

and generate a complete commutative subalgebra in 𝒮(aff𝑛).

The proof can be obtained by noticing that if we fix 𝑣, we obtain the collection
of functions on St(𝑣) = aff𝑛−1 just of the same form as the initial functions, i.e.,
of the form 𝑓𝜂1,...,𝜂𝑘

where 𝜂𝑖 are all orthogonal to the (co)vector 𝑣. It is worth to
notice that St(𝑣) = aff𝑛−1 can be naturally interpreted as an affine algebra related
to the “orthogonal” complement to 𝑣, i.e. the subspace {𝜂 ∈ R𝑛 | ⟨𝑣, 𝜂⟩ = 0},
𝑣 ∈ (R𝑛)*. After this remark, the proof is obtained by induction.

6. Two open questions in conclusion

The Mishchenko–Fomenko conjecture has several natural generalizations. Two
of them are closely related to finite dimensional Lie algebras.

The existence of a complete commutative subalgebra is an important property
of (polynomial) Poisson algebras. One of the most important examples of polyno-
mial Poisson algebras are those of the form Ann(h), where h is a certain subalgebra
of a finite dimensional Lie algebra g. Recall that Ann(h) consists of 𝐻-invariant
polynomials in the sense of the coadjoint action of 𝐻 on g*. Notice that this action
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has an invariant subspace h⊥ ⊂ g*. It is easy to see that the 𝐻-invariant polyno-
mials of the restricted Ad*-action of 𝐻 on h⊥ form a natural Poisson algebra ℱh,g

that is in some sense similar to Ann(h) but defined for a smaller subspace.
In the case of compact Riemannian homogeneous spaces 𝐺/𝐻, the existence

of a complete commutative subalgebra in ℱh,g would guarantee the Liouville in-
tegrability of the geodesic flow on 𝐺/𝐻 by means of polynomial integrals (here g
and h are the Lie algebras of 𝐺 and 𝐻 respectively), see [5]. Examples of such
subalgebras have been constructed in many important cases (see [4,5,16,23,24])
but, in general, the following question remains open.

Question 1. Do Ann(h) and ℱh,g always admit complete commutative subal-
gebras?

Another interesting question is related to the bi-Hamiltonian interpretation
of the argument shift method. As pointed out in Section 3, the dual space g*

admits two compatible Poisson blackets { , } and { , }𝑎 defined by (1.1) and (3.1)
respectively and the algebra of shifts ℱ𝑎 is commutative with respect to both of
them. This is the simplest non-trivial example of compatible Poisson brackets
which illustrates almost all phenomena that one may observe in finite-dimensional
bi-Poisson geometry.

It is still an open question whether or not one can modify the argument shift
method to construct a complete family of polynomials in bi-involution, that is,
commuting with respect to the both brackets (1.1) and (3.1). In many examples
we had studied before, the answer turned out to be positive which led us to the
following bi-Hamiltonian version of the Mischenko–Fomenko conjecture.

Conjecture 2 (Generalised argument shift conjecture [7]). Let g be a finite-
dimensional Lie algebra. Then for every regular element 𝑎 ∈ g*, there exists a
complete bi-commutative subalgebra 𝒢𝑎 ⊂ 𝒮(g), i.e., commutative w.r.t. the both
brackets { , } and { , }𝑎.

Some results in this direction can be found in [7,18] where this conjecture has
been verified for several classes of Lie algebras.

Finally, speaking of open questions in the theory of finite dimensional integrable
systems, I would like to refer to two recent papers [8,28] presenting collections of
open problems in this area.
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КОМПЛЕТНЕ КОМУТАТИВНЕ ПОДАЛГЕБРЕ У
ПОЛИНОМИJАЛНИМ ПУАСОНОВИМ АЛГЕБРАМА:

ДОКАЗ МИШЋЕНКО–ФОМЕНКОВЕ ХИПОТЕЗЕ

Резиме. Мишћенко и Фоменко су поставили хипотезу да на дуалном про-
сотру g* сваке реалне или комплексне коначнодимензионе Лиjеве алгебре g по-
стоjи полиномиjално интеграбилан Хамилтонов систем у односу на стандардну
Ли–Пуасонову структуру. Хипотезу jе доказао С. Т. Садетов 2003. Следећи
његову идеjу, даjемо експлицитну геометриjску конструкциjу комутираjућих
полинома на g* и разматрамо неколико примера.
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