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Abstract. A survey of recent contributions to the analysis of stream ciphers
is presented. Emphasis is put on novel approaches, concepts, and results. Related
open mathematical and research problems are also pointed out.

Introduction. Over the centuries, cryptography has been developed and
used as a tool to protect secret information, especially within the military, diplo-
matic, and government communities in general. Public interest in cryptography
has dramatically increased with the invention of so-called public-key cryptography
[7] in 1976 which made it possible to achieve information privacy without prior
exchange of a secret key over a secure communication channel.

On the other hand, in the modern information era when information is pro-
cessed, transmitted, and stored in electronic form in large communication and com-
puter networks, this information becomes very vulnerable to being read, copied, and
altered without authorization. Cryptographic techniques provide a means to ensure
information privacy and authenticity as well as many other related information se-
curity objectives. Accordingly, over the years, commercial and civil applications of
cryptography has spread from classical communication systems like cable telepho-
ny, telegraphy, fascimil, television, and wireless communications to mobile wireless
telephony and various services on integrated communication networks (like Inter-
net) as well as to electronic medical �les, electronic data interchange, and electronic
commerce and banking including smart-cards and electronic money. To ensure in-
formation security, cryptographic tools have to be used together with more general
(and less mathematical) computer and information security methods and tech-
niques.

Information security provided can be either theoretical (unconditional) or
practical (conditional) depending on whether the assumed opponent has unlimit-
ed or limited computational resources, respectively. Cryptographic techniques are
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essentially mathematical so that cryptology, as the science of cryptography and
cryptanalysis, can be regarded as a speci�c branch of mathematics, computer sci-
ence, and electrical engineering which incorporates a number of �elds including
algebra, number theory, probability and statistics, coding and information theory,
combinatorics, discrete optimization, algorithms and complexity theory, and com-
munications theory. It has created many interesting and diÆcult mathematical
problems and has given rise as such to a number of scienti�c �elds including infor-
mation, communications, and complexity theories. Apart from contributing to the
creation and progress of theoretical sciences, it has also provided a major incentive
for the invention and continuous development of computer technologies.

Stream ciphers are the most practical tool for the so-called private-key (or
symmetric-key) encryption, where the communicating parties share the same se-
cret key. In a stream cipher, a sequence of plaintext symbols is transformed into
a sequence of ciphertext symbols by a simple encryption transformation applied
to plaintext symbols which is chosen according to a sequence of secret key sym-
bols called the keystream sequence. In his seminal paper [77], Shannon has shown
that the perfect secrecy (in the information-theoretic, unconditional sense) can be
achieved by using a purely random keystream sequence, that is, a sequence of in-
dependent uniformly distributed random variables. If the keystream sequence is
generated pseudorandomly from a (short) secret key by using a �nite-state ma-
chine called the keystream generator, then the best one can achieve is the practical
secrecy with respect to an adversary with limited computational resources.

For decades, the research in the stream cipher area has been classi�ed and as
such con�ned to the military and national security communities. However, in the
last two decades, since the invention of public-key cryptography, interest for stream
cipher analysis has increased in academic community and many research papers
have been published. This paper is intended to provide a survey of recent results
in this very interesting and sensitive area of public cryptology, with emphasis on
(published and unpublished) contributions by the author. In addition, the area of
secret sharing systems is discussed too. Numerous open mathematical and research
problems are pointed out.

Stream Ciphers. Let x = (xt)
1
t=0 and y = (yt)

1
t=0 denote the plaintext and

ciphertext binary sequences,1 respectively, and let s = (st)
1
t=0 denote the internal

state sequence where st is a binary vector of length M . Let the binary vectors
(strings) k and r stand for the secret and randomizing keys, respectively, which
determine the initial internal state s0(k; r). Then, a general binary stream cipher
decipherable without delay is an invertible nonautonomous �nite-state machine
with one input and one output which maps an input sequence x into the output
sequence y by the encryption (sequential) transform de�ned by

st+1 = Fk(st; xt); t � 0(1)

yt = xt + fk(st); t � 0(2)

1For a sequence a = (at)1t=0, the notation (a(t))1
t=0

is also used throughout.
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where the addition is binary (modulo 2) and Fk : f0; 1gM+1 ! f0; 1gM and fk :
f0; 1gM ! f0; 1g are the secret key dependent next-state and output functions (see
[73]). Typically, Fk and fk do not depend on k. The sequence z = (zt = fk(st))

1
t=0

is called the keystream sequence. The inverse, decryption transform is de�ned by
essentially the same equations.

The basic two modes of operation of stream ciphers are the keystream genera-
tor (KG) or the pseudorandom sequence generator mode and the self-synchronizing
(S2) or the cipher feedback mode. In the KG mode, the next-state function does not
depend on the plaintext bit, that is, st+1 = Fk(st), so that the keystream sequence
z is plaintext independent. To deal with synchronization errors when encrypting
longer messages with the same secret key k, a long message is divided into shorter
ones and a randomizing key r (typically sent in the clear) is used to reinitialize the
keystream generator for every new message to be encrypted.

In the S2 mode, the decryption transform has a �nite input memory, that
is, st+1 = (yt�i)

M�1
i=0 , so that the keystream sequence depends on ciphertext only.

Its security entirely depends on the output (feedback) function fk which must be
secret key dependent.

The third mode of operation of stream ciphers is de�ned by general equa-
tions (1) and (2) where the next-state function e�ectively depends on the current
plaintext symbol. In [46] it is called the stream cipher with memory (SCM) mode,
as each ciphertext bit does not depend on the current plaintext bit only, but also
on the previous plaintext bits as well. The SCM mode is typically overlooked as
a practical possibility in the open literature on stream ciphers (e.g., see [73], [74],
and [65]). The synchronization and substitution errors on real channels couuld be
dealt with by separate error-correction and/or detection codes and, in addition,
by the resynchronization method. However, instead of using and transmitting the
randomizing key as described above, one may just prepend the randomizing key to
each new message and keep the initial state secret key dependent only.

Stream ciphers are required to be practically secure with respect to compu-
tationally bounded cryptanalytic attacks in the known plaintext/ciphertext sce-
nario. As knowing a plaintext/ciphertext string pair is equivalent to knowing a
keystream/ciphertext string pair, the practical security criterion for a KG mode
is equivalent to the keystream unpredictibility criterion, which means that with-
out knowing the secret key it should be computationally infeasible to reconstruct
a keystream sequence from its portions or, more generally, from portions of a set
of keystream sequences obtained from di�erent randomizing keys. Most papers in
the open literature on the cryptanalysis of stream ciphers deal with the KG mode
without resynchronization (see [73], [17], and [65] for recent surveys), several of
them with the S2 mode, and just a few with the SCM mode or the KG mode with
resynchronization.

In practice, the stream cipher security is checked only with respect to partic-
ular cryptanalytic attacks, and the required immunity to these attacks gives rise
to various practical design criteria. Cryptanalytic attacks can be classi�ed into
three general types. The attacks of the �rst type use statistical weaknesses of the
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keystream sequence for prediction and the resulting design criterion is known as
good statistical properties of the keystream sequence. The attacks of the second
type aim at reconstructing the keystream sequence by using an equivalent stream
cipher of a simple structure and typically much larger internal state size whose pa-
rameters have to be de�ned from known portions of the keystream sequence. Such
attacks have to be repeated for every new randomizing key. The corresponding
derived design criteria include long period and high complexity measures of various
kinds.

The attacks of the third type aim at reconstructing the secret key and as such
do not have to be repeated for every new randomizing key. Most common attacks
of this type have a limited goal of reconstructing the initial state or an internal
state at a given time only. In the case of resynchronization, it remains to recover
the secret key that controls the initial state by using the known randomizing key.

The most common type of keystream generators found in the open literature
consists of a number of possibly irregularly clocked linear feedback shift registers
(LFSRs) that are combined by a function with or without memory. An LFSR
is a �nite-state machine producing a sequence of elements from a �nite �eld or
a �nite ring satisfying a linear recursion speci�ed by the feedback polynomial.
If the feedback polynomial is chosen to be primitive over a �nite �eld, then the
LFSR sequence achieves the maximum possible period for a given LFSR length
and is known to possess good statistical properties measured by the distributions
of certain patterns on a period (see [54]). However, an LFSR sequence is easily
predictible. This is the reason why nonlinear combining funcitons, with or without
memory, and/or irregular clocking are used.

Another known type of keystream generators have the next-state function
based on slowly-varying tables instead of shift registers. Such a table consists of
a number of elements from a �nite set (e.g., f0; 1gn) and changes in time in such
a way that only few elements are changed at each time. The best known example
which is known as RC4 is used in many commercial products worldwide and is
(allegedly) publicized in [74].

It is shown in [46] and [42] how to convert any keystream generator into
the SCM mode and practical security of both the modes is discussed. Analyzing
the security of the resulting SCM mode is a new research area with many inter-
esting problems. In [46] it is proposed how to construct secure self-synchronizing
stream ciphers and other cryptographic primitives such as keyed hash functions,
hash functions, and block ciphers from any secure stream cipher in the SCM mode.

Period, Sequence Complexities, and Statistical Tests. Basic design
criteria for keystream generators are a large period and good statistical properties
of the keystream sequence. For some sequences such as the LFSR sequences, one
can establish the so-called long-term statistical properties. They are measured as
the frequency distribution of certain patterns on a period which should be close to
the expected value for a purely random sequence (e.g., the Golomb's randomness
postulates [54]).
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The short-term statistical properties are measured by statistical tests applied
to sequence segments shorter than the period. Standard statistical tests of random-
ness include the frequency test, the serial test, the poker test, the runs test, and the
autocorrelation test (e.g., see [3] and [65]). A so-called repetition test [55], [56] en-
ables one to consider blocks of bits that are twice as large as the blocks in the poker
test. The so-called universal test [61] measures the entropy of a binary information
source by using a universal data compression code. For Markov sources, it appears
to be less powerful than the poker and the runs tests, respectively, which are also
able to detect any statistical deviation in a suÆciently long sequence produced by
a stationary ergodic source (see [57]).

Apart from stream cipher cryptography, pseudorandom sequences generat-
ed by �nite-state machines have numerous applications in many other areas of
computer science and electrical engineering such as spread spectrum communi-
cations, radar ranging, random number generation, computer simulations, global
positioning systems, and software testing. Deriving the period of a pseudorandom
sequence is generally a diÆcult algebraic problem which seems to be tractable only
for relatively simple sequences and under special constraints. However, due to the
unpredictibility criterion, keystream sequences should not have a simple structure.

Accordingly, a common design approach is to obtain the keystream sequence
from some simple-structured elementary recurring sequences with controllable pe-
riod which are combined by a suitable operation such as a nonlinear combining
function with or without memory, nonuniform decimation, and interleaving. Given
a sequence s over any set and a positive integer d, the uniform decimation of s
by d is de�ned by (s(td))1t=0. In general, given a decimation sequence d = (dt)

1
t=0

as a periodic nonnegative integer sequence, the (nonuniform) decimation of s by

d is de�ned by
�
s
�
:
Pt

i=0 di

��1
t=0

. A clock-controlled LFSR can be described

by nonuniform decimation. The period of interleaved and nonuniformly decimated
integer sequences is analyzed in [44].

A high linear complexity of the keystream sequence has also become a stan-
dard design criterion especially for keystream generators based on LFSRs. It is
de�ned as the length of the shortest LFSR that can generate a sequence. An
overview of basic results on the period and the linear complexity of combined se-
quences obtained from the LFSR sequences can be found in [72], [73], and [65] (see
also [53] for clock-controlled LFSRs). In this direction, memoryless combining func-
tions are treated in [9] and a probabilistic approach for irregularly clocked LFSRs
is introduced in [8]. A speci�c scheme based on LFSRs and a slowly-varying table
is analyzed in [10]. The number of output sequences generated by this scheme from
all possible initial states is derived in [12]. The periods of the so-called multiplexed
sequences and their generalizations are determined in [36]. A novel approach for
�nding the minimum polynomial of uniformly decimated sequences over an arbi-
trary �eld is given in [25].

Apart from the linear complexity, one can analogously de�ne the nonlinear
complexity of a speci�ed or unspeci�ed algebraic order in terms of nonlinear recur-
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sion functions (i.e., shift registers with nonlinear feedback). Another generalization
is to consider a sequence over a �eld F and the linear complexity over a larger �eld
F 0, F � F 0 (see [58]). One can also de�ne complexity measures with respect to
nonlinear recursion functions with memory such as the 2-adic or the p-adic com-
plexity de�ned in terms of the so-called feedback with carry shift register (FCSR)
[59].

Correlation Analysis of Regularly Clocked Combiners. To achieve
the keystream unpredictibility (in particular, to increase the linear complexity),
regularly clocked LFSRs are commonly combined by memoryless functions or by
functions with memory. The resulting keystream generator is called a combiner
with or without memory. A general binary combiner with M bits of memory and
N inputs is a nonautonomous �nite-state machine (sequential circuit) de�ned by
st+1 = F (st; Xt) and zt = f(st; Xt), t � 0, where F : f0; 1gN � f0; 1gM ! f0; 1gM

is the next-state vector boolean function, f : f0; 1gN � f0; 1gM ! f0; 1g is the
output boolean function, st is an M -dimensional internal state vector, Xt is an
N -dimensional binary input vector, and zt is the output bit (at time t). In the
correlation analysis a probabilistic model in which the inputs are assumed to be
mutually independent purely random binary sequences is considered. The objective
is to investigate the statistical dependence between the output and input sequences.
Such a dependence may be a basis for a divide-and-conquer cryptanalytic attack
on the initial states of a subset of the LFSRs which is called a correlation attack.

It is shown in [79] and [78] that a memoryless combiner (M = 0) is vulnerable
to a correlation attack based on the termwise correlation between the keystream
sequence and a subset of the LFSR sequences. De�ning the correlation coeÆcient
between two binary random variables x and y as c(x; y) = 2Prfx = yg � 1, it is
pointed out in [63] that for every boolean function f , the sum of the squares of the
correlation coeÆcients between the output bit and all linear functions of the input
bits is equal to 1. Any nonzero linear (or nonlinear) function correlated to f can be
used to mount a correlation attack on the involved LFSRs. The divide-and-conquer
e�ect can be reduced by using a correlation immune boolean function [78], whose
output is statistically independent of any speci�ed number (called the correlation
immunity order) of inputs. There is a trade-o� between the linear complexity and
the correlation immunity [78]. To overcome this trade-o�, it is suggested in [72]
to use combiners with memory. It is shown that the maximum-order correlation
immunity (with respect to input sequences) can be achieved, regardless of the linear
complexity, by using only one bit of memory. To this end, the so-called summation
generator is proposed where the LFSR sequences are regarded as binary expansions
of integers (more precisely, as 2-adic numbers) and the output sequence is formed
by integer summation (with carry). Correlation properties of combiners with one
bit of memory are further investigated in [64].

Correlation properties of a general binary combiner with an arbitrary number
M of memory bits are derived in [30]. For any positive integer m, the sum of the
squares of the correlation coeÆcients between all nonzero linear functions of m
consecutive output bits and all linear functions of the corresponding m consecutive
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inputs is shown to be dependent upon a particular combiner, unlike the memoryless
combiners. The minimum and maximum values of the correlation sum as well as
the necessary and suÆcient conditions for them to be achieved are determined. As
every linear function when applied to a set of sequences de�nes a linear sequential
transform, with a �nite input memory, of the set, it follows that in combiners
with memory there exists the termwise correlation between linear transforms of
the output sequence and linear transforms of the input sequences. Interesting open
problems are to �nd constructions for nonlinear combiners with memory with the
minimum correlation sum as well as to to examine the conditions under which
uniform or approximately uniform distribution of the correlation among all pairs
of output and input linear functions is achievable.

In [16] and [30] an eÆcient linear sequential circuit approximation method
for �nding output and input linear transforms with comparatively large correlation
coeÆcients which is feasible for large M is developed. The method consists in de-
riving and solving a linear sequential circuit with additional nonbalanced (nonuni-
formly distributed) inputs that is based on linear approximations of the boolean
output and component next-state functions. The corresponding correlation attack
on combiners with LFSRs is proposed and it is shown that every such combin-
er is essentially zero-order correlation immune. It turns out that the security of
combiners with memory can be considerably improved by increasing M .

Keystream Statistics and Linear Models. Many proposed keystream
generator schemes seem to possess good statistical properties with respect to the
standard statistical tests. If the keystream sequence is produced from a set of
elementary sequences with good statistical properties (such as maximum-length
sequences), then the keystream statistics can also be analyzed theoretically by
an approach proposed in [30]. Namely, assume that the elementary sequences
are purely random and mutually independent (if applicable) and analyze if the
keystream sequence is also purely random. One thus veri�es if the combining
function (possibly including irregular clocking) spoils the good statistics of the
elementary sequences. An open problem is to establish necessary and suÆcient
conditions for the output sequence of a general binary combiner with memory to
be purely random and thus generalize the suÆcient conditions given in [30]. The
most illustrative examples of how a combining function may spoil the statistics
are the well-known multiplexer generator and the nonlinear �lter generator. The
multiplexer generator consists of two binary LFSRs where k chosen stages of one
LFSR determine which out of 2k chosen stages of the second LFSR is selected to
give the output bit at any given time (see [3]). It is used for video encryption in
the European standard for pay-television. A detectable autocorrelation weakness
of the multiplexer generator is established in [18] and [49]. It can be regarded as
a linear statistical weakness described below.

The nonlinear �lter generator is the simplest shift register based keystream
generator. Its output sequence is obtained by a nonlinear sequential transform
of only one LFSR sequence, that is, by applying a memoryless function to dif-
ferent phase shifts of the same LFSR sequence. Let x = (x(t))1t=�r be a binary
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maximum-length sequence of period 2r�1 ((x(t))�1t=�r is the LFSR initial state), let
f(y1; y2; . . . ; yn) be a boolean function of n, n � r, nondegenerate input variables,
and let the tapping sequence  = (i)

n
i=1 be an increasing sequence of nonnegative

integers such that 1 = 0 and n � r � 1. Then the output sequence z = (z(t))1t=0
of the nonlinear �lter generator is de�ned by z(t) = f(x(t � 1); . . . ; x(t � n)),
t � 0. It can be viewed as a combiner with one input sequence and with a �nite
input memory of M = n � 1 bits. Assuming that the input sequence is purely
random, it is shown in [28] that the output sequence is purely random for every 
if the �lter function is linear in the �rst or the last variable. A related open problem
is to �nd the corresponding necessary and suÆcient conditions.

Statistical properties of the keystream sequence should also be investigated
by using the statistical tests adapted to the structure considered. It is proposed
in [20] and [29] to study linear statistical weaknesses of the binary keystream se-
quence de�ned as linear equations satis�ed by the keystream bits with probability,
p, di�erent from one half, that is, with the correlation coeÆcient, c, di�erent from
zero, where c = 2p� 1 (assuming that the initial state is chosen uniformly at ran-
dom). If a binary keystream generator has the internal memory size ofM bits, then
such a weakness necessarily exists on any block of M + 1 consecutive keystream
bits [20] and can be detected on a keystream segment of length O(1=c2) (for small
c). Accordingly, it is an e�ective statistical weakness if c is (much) bigger than
2�M=2. As a consequence, if the next-state function is one-to-one, then the gener-
ator can be linearly modeled as a nonautonomous LFSR of length at most M with
an additive input sequence of nonbalanced identically distributed binary random
variables. The sum of the squares of the correlation coeÆcients over all the linear
models of any given length proves to be dependent on a keystream generator. The
minimum and maximum values of the correlation sum along with the necessary and
suÆcient conditions for them to be achieved are established in [29]. Constructions
of nonlinear keystream generators with the minimum correlation sum as well as
with uniform or approximately uniform distribution of the correlation among all
linear models of a given length remain to be investigated.

An e�ective method for the linear model determination based on the linear
sequential circuit approximation of autonomous �nite-state machines is proposed in
[29] too. It is thus shown how to construct linear models with comparatively large
correlation coeÆcients for clock-controlled LFSRs, for combiners with or without
memory, and for arbitrary keystream generators based on regularly or irregular-
ly clocked shift registers with linear or nonlinear feedback. Keystream generators
based on slowly-varying tables may also su�er from linear statistical weaknesses.
For example, a linear model for the well-known RC4 keystream generator is estab-
lished in [39] and [48].

Any linear model is the basis for a structure-dependent and initial-state-
independent statistical test. As such, it can be used either directly for recon-
structing a statistically redundant plaintext or for reconstructing the secret key
controlling the structure of the generator. For example, it is proposed in [23] how
to reconstruct the unknown feedback polynomial of a clock-controlled LFSR. Mul-
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tiple linear models may be used for the initial state reconstruction. In addition,
replacing parts of a keystream generator by their linear models may result in the
correlation attacks on the initial state of the remaining parts. As the linear sequen-
tial circuit approximation of autonomous �nite-state machines yields linear models
as well as mutually correlated linear transforms of the output sequence and of the
internal sequences depending on parts of the internal state only (to be used in cor-
relation attacks), it is called in [21] the linear cryptanalysis of stream ciphers. A
keystream generator that should be immune to linear cryptanalysis is proposed in
[21].

Fast Correlation Attacks on Regularly Clocked Linear Feedback

Shift Registers. Consider a combiner with or without memory where a linear
transform of the input LFSR sequences (which itself is also an LFSR sequence) is
found to be termwise correlated to a linear transform of the output sequence (called
here the observed keystream sequence) with the correlation coeÆcient c > 0. Then
the observed keystream sequence of length N , zN , can be modeled as the output
sequence of a memoryless binary symmetric channel (BSC) with error probability
p < 0:5 (c = 1� 2p) when the unknown LFSR sequence of length N , aN , is applied
to its input. The LFSR feedback polynomial f(x) of degree r is assumed to be
known. The set of sequences aN generated from all the LFSR initial states is
then a linear (N; r) code. The basic correlation attack [79], with computational
complexityO(2r), is then the minimum Hamming distance (optimal) decoding. The
decoding error probability will be close to zero if r=N < C where C = 1�H2(p) is
the capacity of the BSC (for small c, if N > rO(1=c2)).

The objective of fast correlation attacks, �rst introduced in [62], is to recover
the original LFSR sequence without searching over all 2r LFSR initial states. This
can be achieved by using iterative probabilistic decoding procedures aiming at
minimizing the bit-error rate. They are based on the parity-checks de�ned from the
phase shifts of the parity-check polynomials obtained as the polynomial multiples
h(x), h(0) = 1, of f(x) of low weight (number of nonzero terms) and of as small
degree as possible. If the weight of f(x) is low, then the low-weight parity-check
polynomials can be obtained by repeated squaring of f(x) [62], and if not, then
one can use the polynomial residue method [34].

For a random f(x), it is argued in [34] that the expected minimum degree
of the polynomial multiple h(x) of any given weight w, w � 2, is O(2r=(w�1)). An
interesting open problem is to examine the case when f(x) is randomly chosen with
a speci�ed weight.

The iterative probabilistic decoding algorithm [69], [68], [83] with a mod-
i�cation given in [26] consists of several rounds, each composed of a number of
iterations. For each of N observed keystream bits, a set of (preferably orthogonal)
parity-checks is �rst determined. The algorithm starts with the observed keystream
sequence zN and with p as the error probability for each bit. The sequence zN is
then iteratively modi�ed to yield the reconstructed LFSR sequence. In each itera-
tion the parity-check values are recalculated and the current error probabilities are
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computed as the posterior probabilities of error given the previous error probabili-
ties as the prior probabilities of error. Then all the bits with the error probability
bigger than 0:5 are complemented. If p is not too close to 0.5, then most error prob-
abilities quickly converge to zero. By using a probabilistic argument, a practical
convergence condition yielding the required keystream sequence length is derived
in [70] (see [83] for other conditions). It remains to study the convergence problem
by analyzing the �xed points of the underlying nonlinear operator, which seems to
be diÆcult.

In order to correct all the errors, the algorithm is repeated for several rounds
each time resetting all the error probabilities to p. At the end a simple information
set decoding technique which consists in searching for an error-free sliding window
of r consecutive bits is used. Somewhat better performance is achieved by an im-
proved algorithm [26] with the so-called fast resetting and with the sliding window
technique incorporated in rounds. Other modi�cations including partial resetting
and simulated annealing are also suggested in [26]. A comparison with the so-called
`free energy minimization' algorithm based on the hidden Markov chain decoding
is given in [6].

One may also use a more sophisticated information set decoding technique
where information sets are randomly chosen from a set of bits whose error proba-
bilities are most di�erent from p after a few iterations. The fast correlation attack
may be reduced to the information set decoding stage only if a combiner with
memory allows one to �nd suÆciently many bit positions in the LFSR sequence
with the error probability signi�cantly di�erent from one half when conditioned on
the observed keystream sequence (see [64] for the summation generator with two
inputs). Such an attack is called the conditional correlation attack. The connection
between this attack and random linear codes is established in [35].

In a combiner with memory, there may exist di�erent linear transforms of
the same subset of input LFSR sequences that are correlated to the same linear
transform of the output sequence. In this case, if successful, the iterative algo-
rithm converges (randomly) to an LFSR sequence corresponding to one of these
input linear transforms. This phenomenon is studied in more detail in [45] for the
summation generator and in [41] for the nonlinear �lter generator. A solution to
the problem of �nding mutually correlated input and output linear transforms in
the summation generator with an arbitrary number of input LFSRs is presented in
[45], but a conjecture made in this regard remains to be investigated. It is proved
in [28] that the practical security against the conditional correlation attack on the
nonlinear �lter generator can be achieved by using a full positive di�erence set for
the tapping sequence and a correlation immune nonlinear �lter function.

A fast and eÆcient procedure for �nding approximations of low algebraic order
to boolean functions depending on a large number of variables, if such approxima-
tions exist, is developed in [31]. The procedure uses iterative error-correction algo-
rithms for fast correlation attacks and is based on representing low order boolean
functions by appropriate linear recurring sequences generated by binary �lter gener-
ators. If the algebraic order is bigger than 1, then it is an open problem to determine
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low-weight binary polynomials whose roots have the form �e, where � is a primitive
element in a �nite �eld of characteristic 2 and the number of 1's in the binary
representation of a positive integer e equals the given algebraic order.

A stop/go LFSR is a clock-controlled LFSR that is at each time, according to
the value of the clock-control bit, either clocked once or not clocked at all (in which
case the last bit produced is repeated). An up/down LFSR is de�ned similarly
with a di�erence that it is clocked one step either forwards or backwards at each
time. If the clock-control sequence is bitwise added to the output sequence, then
the repetition weakness existing in both stop/go and up/down LFSRs is removed.
A cascade connection of such stop/go (up/down) stages where the input to the �rst
stage is a regularly clocked LFSR sequence is called a stop/go (up/down) cascade
(e.g., see [53]). It is proved in [67] that the �rst (second) binary derivatives of
the input LFSR sequence and the output sequence of a stop/go (up/down) cascade
consisting of k stages are unconditionally bitwise correlated with the correlation
coeÆcient 1=2k. This can be used to mount a fast correlation attack on the input
(regularly clocked) LFSR, and then successively on the remaining LFSRs in the
cascade too. More importantly, a speci�c conditional correlation attack on one
stop/go stage is proposed in [66] and then extended to stop/go cascades in [60].
A similar conditional correlation attack on up/down cascades is proposed in [67].
In the theoretical analysis of the underlying Markov chains there are several open
problems related to the success of conditional correlation attacks.

Embedding and Probabilistic Correlation Attacks on Irregularly

Clocked Shift Registers. Irregular clocking of LFSRs is another interesting
operation aiming at achieving the keystream unpredictibility (in particular, high
linear complexity, long period, and immunity to fast correlation attacks). If x =
(x(t))1t=0 is the output sequence of a regularly clocked LFSR and if d = (dt)

1
t=0 is a

decimation (nonnegative integer) sequence produced by a �nite-state machine called
a clock-control generator, then the output sequence of the clock-controlled LFSR

is de�ned as the decimated sequence z = (z(t))1t=0 =
�
x
�Pt

i=0 di

��1
t=0

. Thus, in

order to obtain the current output symbol z(t) one has to delete dt� 1 consecutive
symbols from x if dt � 1 or has to repeat z(t� 1) if dt = 0. If D denotes the range
of d, then the LFSR is said to be D-clocked. In particular, if D = f0; 1g, then the
LFSR is stop/go clocked, if D = [1; d + 1] = f1; 2; . . . ; d + 1g, then the irregular
clocking is called constrained, and if D = [1;1), then the irregular clocking is
called unconstrained.

It is assumed that the secret key controls the LFSR and the clock-control
generator initial states. The clock-control generator initial state can be recovered
by the exhaustive search, regardless of the LFSR initial state, by using the linear
consistency test [82], as only the correct guess about the decimation sequence gives
rise to consistent linear equations when known output bits are expressed in terms
of the LFSR initial state. The objective of correlation attacks is to reconstruct the
LFSR initial state without knowing the decimation sequence, from a given segment
of the output sequence. There are two types of correlation attacks: embedding
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and probabilistic attacks. In both of them, for each assumed LFSR initial state,
a segment of length m(n), xm(n), of the regularly clocked LFSR sequence is pro-
duced and then tested by using a segment of length n, zn, of the known output
sequence. If the decimation sequence can be modeled as a random sequence, then
m(n) is chosen so that the (missing event) probability that the given length n
is obtained from a length m > m(n) is small. For constrained clocking, one can
choosem(n) = n(d+1). For unconstrained clocking with independent deletions, the
decimation sequence is modeled as a sequence of independent identically distribut-
ed nonnegative integer random variables with a geometric probability distribution�
pi�1(1� p)

�1
i=1

(i.e., each bit from a regularly clocked LFSR sequence is deleted

with (deletion) probability p independently of other bits).

In the embedding attack one checks if it is possible to obtain zn as the deci-
mation of a pre�x of xm(n), i.e., if zn can be D-embedded into xm(n), and accepts
all the LFSR initial states allowing the embedding. In the probabilistic attack one
computes the (edit) probability that zn is produced as the decimation of a pre�x of
xm(n) according to a given probability distribution of the decimation sequence and
accepts all the LFSR initial states with suÆciently large probability. The attacks
are successful if the number of candidate LFSR initial states obtained is small. The
correct LFSR initial state along with the clock-control generator initial state are
then found typically faster than by the exhaustive search.

If one de�nes the D-constrained edit distance between zn and xm as the min-
imum number of deletions and e�ective substitutions needed to obtain zn from xm,
where the deletions are subject to D except at the end, then the embedding is pos-
sible if and only if the edit distance is equal to m � n (no e�ective substitutions).
For unconstrained clocking, the edit distance coincides with the Levenshtein dis-
tance without insertions. For both constrained and unconstrained clocking, the edit
distance can be computed by recursive algorithms with computational complexi-
ty O(n(m � n)) (see [13] for constrained clocking). If the decimation sequence is
assumed to be a sequence of independent identically distributed random variables,
then the edit probabilities can also be computed by similar recursive algorithms
(e.g., the noiseless version of the constrained clocking algorithm in [15] and the
unconstrained clocking algorithm in [22]).

De�ne a D-embedding probability PD(z
n;m) as the probability that a given

binary string zn of length n can be D-embedded into a purely random (uniformly
distributed) binary string xm of length m. The embedding attack can be made
successful for any LFSR by choosing a suÆciently large n if and only if PD(z

n;m(n))
tends to zero when n increases, for all zn or for almost all zn (i.e., for a fraction
of all zn tending to 1 as n increases). If the embedding probability decreases
exponentially, then the minimum necessary keystream length, n, for the successful
attack is linear in the shift register length.

In [84] a constrained embedding attack on a binary [1; 2]-clocked shift register
is introduced and an exponentially small upper bound on P[1;2](z

n; 2n) holding
for every zn is established. The upper bound is improved in [33] by solving the
underlying combinatorial problem. For d > 1, exponentially small upper bounds on
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P[1;d+1](z
n; n(d+1)) holding for almost all zn are derived in [22] and [27], but the

bounds are not tight. Deriving a tighter upper bound on the constrained embedding
probability holding for all (or almost all) zn remains an open problem for d > 1. For
unconstrained clocking with independent deletions with probability p, it is proved
in [22] that the unconstrained embedding attack is successful if and only if p < 0:5.

Probabilistic correlation attacks for constrained clocking and unconstrained
clocking with independent deletions are proposed in [15] and [22], respectively.
Such an attack is successful if and only if the capacity of the corresponding com-
munication channel with deletion errors is positive, which is conjectured in [22].
Verifying this conjecture as well as deriving the capacity of such channels seem to
be diÆcult problems. For unconstrained clocking with independent deletions with
p = 0:5, successful experimental probabilistic attacks are conducted and reported
in [80].

Edit Distance and Edit Probability Correlation Attacks on Irreg-

ularly Clocked Combiners. Several clock-controlled LFSRs can be combined
by a linear or nonlinear function with or without memory into a more complex
scheme. One can then generally de�ne the (divide-and-conquer) correlation at-
tacks whose objective is to reconstruct the initial states of a subset of the LFSRs
without knowing the individual decimation sequences and the initial states of the
remaining LFSRs. The edit distance correlation attack is based on an appropri-
ate edit distance which is de�ned in terms of the edit transformation consisting of
deletions of symbols from regularly clocked LFSR sequences and of substitutions
of symbols in the combination sequence obtained from the resulting decimated se-
quences by a function with or without memory, which is derived from the combining
function of the combiner considered. The edit distance is de�ned as the minimum
number of deletions and e�ective substitutions needed to obtain a given output
string from assumed input strings by this edit transformation. If the optimum edit
transformation for correctly guessed LFSR initial states does not include e�ective
substitutions (the noiseless case), then the edit distance correlation attack can be
called the (generalized) embedding attack. The edit distance correlation attack on
a single shift register for the noisy case with constrained clocking is �rst introduced
in [11] and [13] along with a recursive algorithm for the edit distance computation.
The attack applies to a binary memoryless combiner with a zero-order correlation
immune combining function in which the output sequence is bitwise correlated to
a clock-controlled LFSR sequence (to be reconstructed). More generally, recursive
algorithms for computing the edit distances for constrained clocking are derived in
[14] for memoryless combining functions and in [32] for combining functions with
memory.

The edit probability (probabilistic) correlation attack is based on an appropri-
ate edit probability which is de�ned in terms of the (random) edit transformation
consisting of deletions of symbols from regularly clocked LFSR sequences accord-
ing to a given probability distribution of the decimation sequences, of combining
the resulting decimated sequences by a function with or without memory, and of
substitutions of symbols in the combination sequence only in the noisy case when
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these substitutions are required for correctly guessed LFSR initial states. The sub-
stitutions appear if the objective is to recover the initial states of a subset of the
LFSRs and when the e�ect of the remaining LFSRs can be modeled by a correla-
tion noise. The edit probability is de�ned as the probability that assumed input
strings yield a given output string by this edit transformation. The edit proba-
bility correlation attack on a single shift register, for the same scheme as in [13],
is �rst introduced in [15] along with a recursive algorithm for the edit probabili-
ty computation. E�ective substitutions are assumed to take place independently
with the same probability corresponding to the correlation coeÆcient used. The
computation of edit probabilities usually takes more time and/or space than the
computation of edit distances, but the resulting correlation attack is more powerful
(typically, statistically optimal).

To increase the divide-and-conquer e�ect of a correlation attack, by using a
linear transform of the output sequence that is correlated to a linear transform
of a subset of the input sequences, we obtain that a linearly transformed output
sequence of the given combiner with memory is correlated to the output sequence
of a linear combiner with a �nite input memory which is applied to a subset of the
clock-controlled LFSR sequences to be reconstructed in the correlation attack. The
corresponding edit distances and probabilities as well as the recursive algorithms
for their eÆcient computation for both constrained and unconstrained irregular
clocking are given in [37] and [51], respectively.

The success of generalized embedding correlation attacks can be analyzed by
the corresponding generalized embedding probabilities essentially in the same way
as for a single clock-controlled shift register. Determining these probabilities for
combining functions with or without memory are interesting combinatorial prob-
lems. On the other hand, the success of edit distance correlation attacks in the
noisy case and edit probability correlation attacks is based on the expectation that
the edit distance and the edit probability for correctly guessed LFSR initial states
are close to being minimal and maximal, respectively. In the underlying statistical
hypothesis problems one should consider the probability distributions of the edit
distance and the edit probability in the two cases: when the LFSR initial states
are guessed correctly and incorrectly, where the latter one can further be mod-
eled by the input strings being statistically independent of the given output string.
Theoretical analysis of the statistical discrimination between the two distributions
appears to be a diÆcult problem. Another approach to analyzing the success of
the edit probability correlation attack is through the capacity of the corresponding
communication channel with deletion and substitution errors, but this seems to be
diÆcult too.

With respect to stop/go irregular clocking, correlation attacks on a keystream
generator known as the alternating step generator (ASG) that are based on speci�c
edit distances and edit probabilities are proposed in [40] and [50], respectively. The
ASG output is obtained as the binary sum of two binary LFSRs, LFSR1 and LFSR2,
that are stop/go and go/stop clocked, respectively, according to the third, regularly
clocked LFSR. The edit distance correlation attack [40] targets the initial states
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of LFSR1 and LFSR2 combined, whereas the edit probability correlation attack
[50] targets the initial states of individual LFSRs. The corresponding embedding
probability for the edit distance attack is experimentally shown to be exponentially
small in the output string length. Whether the embedding probability can be deter-
mined theoretically remains to be investigated. A similar result is obtained for the
false alarm probability corresponding to the edit probability attack. Establishing
this theoretically seems to be a diÆcult problem.

If the output sequence of an irregularly clocked combiner with memory is
irregularly interleaved with another pseudorandom sequence to form the keystream
sequence, it is then possible to introduce the correlation attacks based on edit dis-
tances or edit probabilities corresponding to edit transformations that incorporate
the insertion of symbols in the combination sequence. Such edit distances along
with the recursive algorithms for their computation are introduced in [71] for a
single clock-controlled shift register and in [24] for an irregularly clocked combiner.

The correlation attacks described above require the exhaustive search over
the initial states of the involved LFSRs and are hence feasible only if the e�ective
secret key controlling these initial states is short. One of the most interesting prob-
lems in the cryptanalysis of stream ciphers is to develop faster correlation attacks
on irregularly clocked shift registers. One way of doing this may be by adapting
or modifying the edit probability correlation attacks. Another way may be based
on the method for a single clock-controlled LFSR whose theoretical framework is
proposed in [23]. It essentially consists in an iterative probabilistic deletion-error-
correction algorithm that is based on speci�c low-weight parity-checks and remains
to be experimentally studied.

Internal State Reversion Attacks and Branching Processes. Two
internal state reversion attacks are presented in this section. The objective of
one of them which is applied to a keystream generator known as (alleged) A5 is to
recover the initial state from a known internal state at a given time. The next-state
and the output functions are assumed to be known. As a cryptanalytic method it
may also be applicable to any keystream generator whose next-state function is not
one-to-one (the reversion is trivial for one-to-one next-state functions). The other
attack is applied to the nonlinear �lter generator and has the objective of recovering
the whole internal state at a given time from an assumed part of the internal state.
Alternatively, it can also be viewed as an inversion attack on a combiner with one
input, one output, and with a �nite input memory whose objective is to recover a
segment of the input sequence from a known segment of the output sequence. Both
attacks are described in terms of the theory of critical and/or subcritical branching
processes [1].

The keystream generator known as A5 is used for stream cipher encryption
in the GSM standard for digital cellular mobile telephones. According to [74], A5
consists of three binary LFSRs with known primitive feedback polynomials that
are mutually clocked in the stop/go manner. Middle taps in each of the LFSRs
de�ne the clock-control bits the majority of which determine which LFSRs are
clocked at each time. The keystream sequence is formed as the bitwise sum of
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the three stop/go clocked LFSR sequences. The secret (session) key is nonlinearly
combined with a known randomizing key (frame number) to form the LFSR initial
states. More precisely, the LFSR states are �rst de�ned by the secret key and
the randomizing key is then bitwise added into the feedback path of each of the
LFSRs that are mutually clocked as above. The last LFSR states represent the
initial LFSR states for the keystream generation. A number of the �rstly produced
output bits are discarded and the keystream sequence generated is very short.

The cryptanalytic approach proposed in [38] and [52] consists of several meth-
ods for internal state reconstruction, initial state reconstruction, and secret key
reconstruction, where the internal state consists of the three LFSR internal states.
The internal state reconstruction can be carried out either by generating and solv-
ing a speci�c set of linear equations or by a method based on a time-memory
trade-o�. The initial state reconstruction and the secret key reconstruction can be
achieved by the internal state reversion based on the theory of branching process-
es. An interesting theoretical problem is to develop edit distance or edit probability
correlation attacks on A5 without the restriction on the keystream sequence length
available.

The internal state reversion attack recovers all the initial states that result in
a given internal state at a given time and consists of the recursive computation and
storage of the reverse next-state function, which is shown to be of the many-to-one
type. The internal states obtained are stored as nodes in a tree. Depending on the
time considered, the output sequence is assumed to be known or unknown. The
secret key candidates are obtained from the initial state candidates by a similar
internal state reversion attack assuming that the output sequence is unknown and
that the randomizing key is incorporated into the next-state function. The obtained
candidates are then checked on a small number of additional keystream sequences
to �nd the correct secret key.

The time and space complexities of the internal state reversion attacks are
determined by the size of the resulting trees. It is proposed in [38] and [52] that
the trees can be analyzed by the theory of branching processes. By deriving the
corresponding branching probability distributions, it is shown that the associated
Galton-Watson branching process (see [1]) is critical in the cases when the output
sequence is not known and when the randomizing key is incorporated and subcritical
in the case when the output sequence is known.

Consider now the binary nonlinear �lter generator described in Section 8.
The objective of the inversion attack [28], [47] is to recover the unknown input
sequence from a known segment of the output sequence, provided that the �lter
function f , the tapping sequence , and the LFSR feedback polynomial are known.

The inversion attack [28] applies to the case when f is linear in the �rst or the
last input variable and runs forwards or backwards accordingly. Its time complexity
is O(2M ), whereM is the input memory size. The generalized inversion attack [47]
applies to the general case of an arbitrary f .

It is shown in [47] that the theory of critical branching processes can be
applied to analyze the time and space complexities of the generalized inversion at-
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tack. Both theory and systematic experimental results obtained show that, almost
regardless of the LFSR length, f , and , the time complexity is close to O(2M ),
with a relatively small additional space required to store the corresponding binary
trees.

The attack can be extended to deal with more than one bit at a time in which
case the resulting trees are no longer binary, but the associated branching process
remains critical. Construction of the �lter functions maximizing the time and/or
space complexities of the inversion attack in this more general setting seems to be
an interesting research problem.

Secret Sharing Schemes and Matroids Secret sharing schemes are inde-
pendently proposed in [74] and [4] in order to accomplish shared control of critical
actions and safeguarding cryptographic keys. A secret sharing scheme is a proce-
dure of sharing a secret key k from a �nite set K by distributing shares from a �nite
set S among a �nite set P of participants.

Let the extended set of participants be de�ned as P� = P [D, where D is a
dealer, let N = jP�j, and let R denote a �nite randomizing set. Further, for any
function F : R�P� ! K[S and arbitrary subsets R � R and P � P�, let for any
r 2 R, F (r; P ) denote the jP j-tuple (F (r; p))p2P and let F (R;P ) = fF (r; P ) : r 2
Rg. Then a secret sharing scheme is de�ned in terms of a function (matrix indexed
by r and p) F such that F (R; D) = K and F (R;P) � SjPj.

When the dealerD wants to distribute shares corresponding to a secret key, D
�rst randomly picks a key k according to an arbitrary prior probability distribution
on K, uniformly at random chooses a value r such that F (r;D) = k, and then
distributes the share F (r; p) to a participant p, for every p 2 P . A secret sharing
scheme F is then uniquely determined by F and is in fact an N -tuple of discrete
random variables. If no two rows of F are identical, then a scheme is called canonic.

Let � be a monotone set of subsets of P . A secret sharing scheme F is called
perfect with an access structure � if for every prior probability distribution of secret
keys: (1) for any quali�ed subset of participants P 2 �, H(DjP ) = 0 and (2) for
any unquali�ed subset of participants P 62 �; P � P ; H(DjP ) = H(D), where H is
the entropy operator. The information rate for a secret sharing scheme is de�ned
as log2 jKj= log2 jSj. A perfect secret sharing scheme is said to be ideal if it has the
maximum information rate 1. Let then S = K and let jKj = q.

A general problem related to secret sharing schemes is to �nd a secret sharing
scheme with minimum information rate for a given monotone access structure or,
alternatively, to characterize all achievable monotone access structures for secret
sharing schemes with a given i nformation rate. It is known how to construct a
perfect secret sharing scheme for an arbitrary monotone access structure. Moreover,
it is proved that a certain access structure cannot be realized by ideal schemes.
A connection between ideal secret sharing schemes and matroids is established
in [5]. It is proved that subsets of participants with independent shares (in the
information-theoretic sense) constitute independent sets of an associated matroid.
Characterizations of the associated matroids and the achievable access structures as
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well as a general method for the construction of ideal secret sharing schemes for an
arbitrary q are interesting related problems. It is proved in [75] that the well-known
Vamos matroid (for N = 8) cannot be associated with any ideal scheme.

In [43] a characterization of ideal schemes for an arbitrary key size q is derived
in terms of balanced maximum-order correlation immune functions. A surjective
function f : A ! B, where A and B are �nite sets, is called balanced if every value
from B is assumed an equal number of times by f . A balanced function f : Km ! K
is called maximum-order correlation immune [78] if it is balanced for each �xed
value of every proper subset of its m input variables. For q = 2, it is proved in [43]
that a matroid is an associated matroid for a binary ideal scheme if and only if it is
representable over the binary �eld. It is independently proved in [2] that a similar
result holds for q = 3 too. Characterizing the associated matroids for q � 4 remains
an open problem. Computationally eÆcient access structure characterization of
binary ideal schemes is established and a general method for their construction is
also pointed out. An open problem is whether this characterization can be further
simpli�ed.

The rank function of a polymatroid on a �nite set E is a real-valued set
function � de�ned on subsets of E that is nondecreasing (�(X) � �(Y ), X � Y ),
submodular (�(X [ Y ) + �(X \ Y ) � �(X) + �(Y )), and satis�es �(;) = 0 (e.g.,
see [81]). An integer-valued � such that �(X) � jX j for every subset X is the rank
function of a matroid. Let F be a canonic secret sharing scheme on an extended
set of participants P�. Let H(P ), P � P�, denote the joint entropy set function
associated with F . It is known that H is a rank function of a polymatroid on P�.
Interestingly, it is not yet known if H can be equal to the rank function of any
polymatroid. We conjecture that this is true asymptotically, for jKj, jSj, and jRj
arbitrarily large. This is proved in [19] for N = 2 and N = 3.

Conjecture: Let � be the rank function of an arbitrary polymatroid on a
set of participants P� such that �(P�) = 1. Then for every " > 0, there exists a
canonic secret sharing scheme on P� such that jH(P )=H(P�)��(P )j < " for every
P � P�.

Conclusions. The most important design strategy for a stream cipher should
be the resistance to known and foreseeable cryptanalytic attacks of various types.
Although an eÆcient attack is typically adapted to a concrete structure considered,
most attacks are based on more general cryptanalytic methods and principles which
apply to a wider class of stream ciphers. For some attacks, the resistance can be
achieved by satisfying a set of derived design criteria. More generally, an attack is
ine�ective if it cannot be successfully applied experimentally.

Developing various cryptanalytic principles, methods, and concrete attacks
is necessary for achieving a reasonable level of scienti�c rather than just intuitive
con�dence in the practical security of stream ciphers. This requires a creative
application of various branches of mathematics, computer science, and electrical
engineering including algebra, probability and statistics, coding and information
theory, combinatorics, discrete optimization, and theory of algorithms. The main
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objective of this paper is to provide an overview of recent results and open problems
and thus promote research in this relatively new scienti�c �eld.
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