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1 Introduction

This paper is a natural continuation of the article [53] which was itself written
as a continuation of the chapter \Topological methods", from CRC Handbook of
Discrete and Computational Geometry, [51]. Recall that the objectives of [53]
were to present a user friendly and reasonably detailed exposition of some ideas
and tools of equivariant Topology which have proven to be useful in Combinatorics.
We assume familiarity with the notation, de�nitions and basic results of [53], in
particular we freely use the key words and phrases from that paper. Examples
are con�guration spaces XP , test spaces VP , group actions, G-spaces, equivariant
maps, index theory, (deleted) joins etc.

The immediate objectives of this article are threefold. We continue the de-
velopment of the index theory started in [53]. Our objective is to introduce and
discuss the applicability of the so called ideal valued (cohomological) index theory
(IVIT), essentially following the ideas of Fadell and Husseini, [18]. The main dif-
ference compared to [53] is that the complexity or the index IndG(X) of a G-space
X is no longer an integer. Instead, it is a polynomial or more generally an ideal in a
cohomology ring, which obviously permits a more subtle classi�cation of G-spaces
and has important implications on the existence of equivariant maps.

The second objective is to introduce and discuss combinatorial geometric ap-
plications of the elementary obstruction theory. We focus on the examples from
combinatorial practise which serve both as an illustration of the theory and exem-
plify the role of special ideas characteristic for combinatorial applications.
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Finally, we give a brief review and discuss the current status of the well known
topological Tverberg problem. Our main objective is to review the fundamental, un-
fortunately unpublished, contribution of M. �Ozaydin, [34], and discuss its relation
with subsequent developments.

2 Ideal valued cohomological index theory

A key property of the numerical index function IndG(�) as presented in [53] is
the so called monotonicity property saying that if there exists a G-equivariant map
f : X ! Y , then IndG(X) � IndG(Y ). Informally speaking, this means that the
space X must be of smaller \complexity" of the space Y if a G-equivariant map
from X to Y should exist. In the ideal{valued, cohomological index theory (IVIT),
the complexities IndG(X) of spaces are typically polynomials, or more generally
(polynomial) ideals. The monotonicity in this case means that if there is a G-
equivariant map f : X ! Y , then IndG(X) � IndG(Y ) which in the special case of
principal ideals (p) := IndG(X); (q) := IndG(Y ) simply means that the polynomial
q is divisible by p.

Key words and phrases:

� Classifying space BG, classifying bundle G ! EG ! BG: These are
the fundamental objects associated to a topological group G serving as a basis
for any equivariant cohomology theory, [4], [10], [12], [18].

� ideal valued cohomological index IndG(X): A complexity function IndG :
G � Top ! IG assigning to a G-space X a polynomial p or more generally
an ideal in the ring RG;k := H�(BG; k).

� fundamental poset (IG;�) of G-degrees of complexity: This is the
poset which takes the role of the fundamental poset AG from [53], section 3.
Elements of IG are ideals in the ring RG;k := H�(BG; k). Recall that the
product }1 � }2 of two ideals is de�ned by }1 � }2 := fp � q j p 2 }1; q 2 }2g.

2.1 Axioms for IVIT

� (monotonicity) If there exists a G-equivariant map f : X ! Y then

IndG(X) � IndG(Y )

� (additivity) If fX1 [ X2; X1; X2g is an excisive pair of spaces, e.g. if X1; X2

are either both open in X1[X2 or both are CW -subspaces of a CW -complex
X1 [X2, then

IndG(X1) � IndG(X2) � IndG(X1 [X2)
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� (continuity) If A � X is a closed G-invariant subspace of X then for some
open, G-invariant space U � A,

IndG(U) = IndG(A)

� (index theorem) Let f : X ! Y be a G-map, B � Y a closed G-invariant
subspace of Y and A := f�1(B) � X . Then

IndG(A) � IndG(Y nB) � IndG(X)

Comments: For each group G there exists the associated classifying space BG and
the universal G-bundle EG ! BG. Recall that EG is characterized, up to the G-
homotopy type, as a contractible CW -complex with a freeG-action, while BG is the
associated orbit space EG=G. The key property of the G-bundle EG! BG is that
it classi�es all (principal) G-bundles which means that for each free, CW -complex
X and the associated G-bundle X ! X=G there is a (homotopically) unique map
�X : X=G ! BG such that the bundle X ! X=G is isomorphic to the bundle
obtained by \pulling back" the bundle EG ! BG along �X . In combinatorial
applications we usually assume that the group G is �nite. Otherwise it may be a
Lie group, for example one of the classical matrix groups O(n); SO(n); U(n). For a
not necessarily free G-space one de�nes the homotopic orbit spaceXG := EG�GX .
As before there exists a homotopically unique map �X : XG ! BG. Given a �eld
(or just a ring) of coeÆcients k, let RG = RG;k := H�(BG; k) be the fundamental
ring associated to G and k. Then there exists a natural homomorphism �X =
H�(�) : H�(BG; k)! H�(XG; k) and by de�nition,

IndG(X) = IndG;k(X) := Ker(�X):

Hence, IndG(X) is an ideal in the ring RG. Typically, RG = RG;k is a polynomial
ring k[z1; : : : ; zn] and IndG(X) = ff1; : : : ; fmg is an ideal generated by a collection
of polynomials. If m = 1 then IndG(X) = (f1) is a principal ideal, i.e. the
polynomial f1 alone serves as a measure of complexity of the G-space X . Details
can be found in [18], [21], [52].

2.2 Computations of the index

Both an expert in algebraic topology and the reader who has just a nodding ac-
quaintance with the topological concepts used in section 2.1 is invited to take these
axioms for granted and apply the new index freely on di�erent combinatorial ge-
ometric problems. The reader familiar with applications of the numerical index
given in [53], section 4, will agree that the usual proof scheme outlined in that
paper and the formal properties of the index function IndG, are just a beginning of
an interesting game of applications. In order to \sharpen" our tools we collect in
this section some of the most useful index computations.
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Proposition 2.1 If G = Z=2 is the cyclic group and k = F2 the �eld of two
elements then RG;k := H�(BZ=2; F2) = F2[t] is the polynomial ring with one gen-
erator in dimension 1. The (Z=2)-index of a sphere Sn with the antipodal Z2-action
is just the principal ideal generated by the polynomial tn+1,

IndZ=2(S
n) = (tn+1) � F2[t]:

Proposition 2.2 Let G = Z=p be a cyclic group where p is an odd prime, and
Fp be, as before, the same object seen as a �eld of coeÆcients. Then RG;k :=
H�(BZ=p; Fp) = Fp[a; b]=(a

2) is the polynomial ring with deg(a) = 1, deg(b) = 2
and one relation a2 = 0. The unit sphere S2n�1 � Cn is clearly a Z=p-space if
Z=p is interpreted as a subgroup of S1 � C and S1 acts on S2n�1 by complex
multiplication. Then,

IndZ=p(S
2n�1) = (bn) � Fp[a; b]=(a

2):

Proposition 2.3 Let G = S1 = U(1) be the circle group, seen as the subgroup of
C n f0g. Let k = Z be the ring of integers. Then RG;k := H�(BU(1); Z) = Z[t] is
the polynomial ring with one generator t of degree 2. The unit sphere S2n�1 � Cn

is a U(1)-space and
IndU(1)(S

2n�1) = (tn) � Z[t]:

All three propositions above are subsumed by the following more general
statement.

Proposition 2.4 Let G be one of the groups from the preceding three propositions
and let k the associated ring of coeÆcients. Let X be a En-space from De�nition 3.5
in [53], i.e. a �nite, n-dimensional, (n� 1)-connected CW-complex which is a free
G-space. Then,

� IndG(En) = (tn+1) if G = Z=2 and k = F2

� IndG(E2n) = (abn) if G = Z=p and k = Fp

� IndG(E2n�1) = (bn) if G = Z=p and k = Fp

� IndG(E2n�1) = (tn) if G = U(1) and k = Z

Finally, for any �nite group G we have the following proposition.

Proposition 2.5 Let G is a �nite group and let X be a space of type En, cf.
Proposition 2.4. Then for each element p 2 RG = H�(BG; k) if deg(p) � n then
p =2 IndG(X).

Proof: Since X is a space of type En, it can be extended to a space Y of type EG
by adding only G-cells of dimension at least (n+1). This means that X=G � Y=G
contains the n{skeleton of the complex Y=G = BG which implies the injectivity of
the map Hj(BG; k)! Hj(X=G; k) for all j � n. This completes the proof since for
a free G-space X , the spaces X=G and XG = EG�G X have the same homotopy
type. �
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Example 2.6 If G is a �nite group then the m-fold join G �G � : : : �G = G�(m)

is a (m� 2)-connected, (m� 1) dimensional simplicial complex. This complex has
an obvious free, simplicial action of the group G so we conclude that G�(m) is a
Em�1-space and Propositions 2.4 and 2.5 apply in this case.

Proposition 2.7 [18] Suppose that X and Y are G1 and G2 spaces respectively so
that X �Y is seen as a (G1�G2)-space. Assume that H�(BG1; k) �= k[x1; : : : ; xk]
and H�(BG2; k) �= k[y1; : : : ; yl], where k is a �eld of coeÆcients. Suppose that
p1 = IndG1

(X) = ff1; : : : ; fmg and p2 = IndG2
(Y ) = fg1; : : : ; gng. Then the index

p := IndG1�G2
(X � Y ) = ff1; : : : ; fm; g1; : : : ; gng

is the ideal in k[x1; : : : ; xk ; y1; : : : ; yl] generated by all polynomials fi; gj .

Corollary 2.8

� (a) Let Tn = Tn
Z=2 := Z=2� : : :� Z=2 = (Z=2)�(n) and let Sm1 � : : :� Smn

be a Tn-space with the product action described in Proposition 2.7. Then,

IndTn(Sm1 � : : :� Smn) = ftm1+1
1 ; tm2+1

2 ; : : : ; tmn+1
n g � F2[t1; t2; : : : ; tn]:

� (b) Let Tn = Tn
Z=p := Z=p� : : :�Z=p = (Z=p)�(n), where p is an odd prime,

and let S2m1�1 � : : : � S2mn�1 be a Tn-space again with the product action
described in Proposition 2.7. Then,

IndTn(S2m1�1 � : : :� S2mn�1) = fbm1

1 ; bm2

2 ; : : : ; bmn
n g � Fp[b1; b2; : : : ; bn]:

2.3 What is the index of a sphere S(V )?

A problem of central interest is to compute the index of the unit sphere S(V )
associated to a linear (orthogonal) G-representation V . Recall that a linear repre-
sentation V of G is a homomorphism � : G! GL(V ) where GL(V ) is the group of
all linear, invertible endomorphisms of V . In other words, a representation is just a
linear action of G on V . It turns out that the index of S(V ) is frequently a principal
ideal (p) in a polynomial ring. In order to simplify the presentation we often call
the polynomial p itself the index of the space S(V ) and write IndG(S(V )) = p.
For all basic de�nitions and facts related to the theory of linear representations of
(�nite) groups the reader is refereed to [19]. For example we freely use the fact
that each representation is equivalent to an orthogonal representation.

Proposition 2.9 Let S(W ) = fx 2W j jxj = 1g be the unit sphere in an Euclidean
space W . Suppose thatW is decomposed into an orthogonal sumW = U�V . Then,

S(W ) = S(U � V ) �= S(U) � S(V )

Moreover, if U; V;W are G-representations then this decomposition is a homeomor-
phism of G-spaces.
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The following proposition shows that in principle, the computation of the
index of aG-sphere of the form S(W ) is reduced to the case whenW is an irreducible
representation.

Proposition 2.10 Suppose U and V are two representations of the group G and let
W := U �V . Assume that vector bundles U ! UG ! BG and V ! VG ! BG are
orientable over a �eld of coeÆcients k. Let S(U); S(V ); S(W ) be the correspond-
ing spheres seen as G-spaces. Let H�(BG; k) = R; H�(S(U)G; k) �= R=(f) and
H�(S(V )G; k) �= R=(g) which implies that IndG(S(U)) = (f) and IndG(S(V )) =
(g). Then,

IndG(S(W )) = IndG(S(U � V )) = (f � g) � R

Proof: From the additivity axiom for the ideal valued index theory (IVIT) and the
assumption f 2 IndG(S(U)); g 2 IndG(S(V )) we deduce that f � g 2 IndG(S(W )).
Note that f � g 2 Hm+n(BG; k) where m = dim(U) and n = dim(V ). This means
that in the spectral sequence of the sphere bundle S(W ) ! S(W )G ! BG the
element f � g of the base must be hit by the generator e 2 Hm+n�1(S(W )) of
the �bre. From here we immediately deduce that H�(S(W )G; k) �= R=(f � g) and
IndG(S(W )) = (f � g). �

It is well known that if G is a �nite product of cyclic groups, each real rep-
resentation W of G can be decomposed into a sum of one-dimensional and two-
dimensional representations. We illustrate the relevant ideas in the case of the
n-dimensional Z=2-torus, Tn = Tn

Z=2 := (Z=2)�(n). Recall that each irreducible
representation V of Tn is one{dimensional and it corresponds to a homomor-
phism (character) � : Tn ! (Z=2; �) where (Z=2; �) is the multiplicative group
f+1;�1g. If !i is the generator of the i

th copy of Z=2 in Tn, then the character
can be reconstructed from the vector �V = (�(!1); : : : ; �(!n)) 2 (Z=2; �)n. Let
� = (�1; : : : ; �n) 2 Fn

2 be the 0{1 vector de�ned by �(!i) = (�1)�i .

Proposition 2.11 Let V be the one{dimensional representation of the group Tn =
(Z=2)�(n) associated to a vector � = (�1; : : : ; �n) 2 Fn

2 . Then,

IndTn(S(V )) = �1t1 + : : :+ �ntn 2 F2[t1; : : : ; tn]:

Proof: The case �1 = 1 and �j = 0 for j � 2 follows from Propositions 2.1 and 2.7.
The general case is reduced to the special case by an appropriate automorphism of
Tn.

Corollary 2.12 Suppose that W is a Tn = (Z=2)�(n) representation which admits
a decomposition W �= V1� : : :�Vk where Vi is the one{dimensional representation
associated to the vector �i = (�i1; : : : ; �

i
n) 2 Fn

2 . Then,

IndTn(S(W )) =

kY
i=1

(�i1t1 + : : :+ �intn):
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Remark 2.13 Edgar Ramos introduced an invariant (see Theorem 3.1 in [37])
which he used to established a general Borsuk-Ulam type theorem for a product of
balls. This invariant arises in the context of a matrix A with coeÆcients in F2 which
can be seen as a matrix A = (�ij) associated to a representation W . Then it is
not diÆcult to check that the invariant introduced by Ramos is just the associated
polynomial IndTn(S(W )) from Corollary 2.12 evaluated at (t1; : : : ; tn) = (1; : : : ; 1).

It is clear how the constructions above should be modi�ed to include rep-
resentations of other abelian groups. For example if G = (Z=p)n then each irre-
ducible, complex, one{dimensional representation V of G is labeled by a vector
� = (�1; : : : ; �n) 2 Fn

p . More precisely, suppose � : G ! C is the character of

V , � = e2�i=p, and !i is the generator of the i
th copy of Z=p in (Z=p)n. Then the

vector � = (�i) 2 Fn
p is characterized by the equality !i � v = ��iv where v 2 V

and �i 2 f0; 1; : : : ; p� 1g = Fp.
We record for the future reference the Z=p-analog of Proposition 2.11 and

Corollary 2.12.

Proposition 2.14 Let us assume that V is the one{dimensional, complex rep-
resentation of the group Tn = Tn

Z=p = (Z=p)�(n) associated to a vector � =

(�1; : : : ; �n) 2 Fn
p . Then,

IndTn(S(V )) = �1t1 + : : :+ �ntn 2 Fp[b1; : : : ; bn]:
Moreover, if W is a representation which admits a decomposition W �= V1� : : :�Vk
where Vi is the one{dimensional, complex representation of (Z=p)n associated to the
vector �i = (�i1; : : : ; �

i
n) 2 Fn

p then,

Ind(Z=p)n(S(W )) =

kY
i=1

(�i1b1 + : : :+ �inbn):

At the end of this section we brie
y analyze the case of standard and regular
representations which frequently occur in combinatorial applications.

De�nition 2.15 Let G be a �nite group. Let RegG := �g2G k � fegg be a vector
space over k which has a basis vector eg for each g 2 G. The vector space RegG is
called the regular representation of the group G if the action is de�ned by g � eh :=
egh.

De�nition 2.16 Let k be a �eld of real or complex numbers. The tautological
(permutation) representation P (q) = Pk(q) (over k) of the symmetric group Sq
is the vector space P (q) = kq where Sq acts by permuting the coordinates. Let
M(m; q) =Mk(m; q) be the vector space of all (m� q){matrices with entries in k.
Then Sq acts on Mk(m; q) by permuting the columns. Obviously P (q) �= Mk(1; q).
The representation Mk(1; n) is the sum of a trivial, 1-dimensional representation
and the so called standard representation W (1; q) = Wk(1; q). The representation
W (1; q) is explicitly described as the collection of row-vectors a = [a1; : : : ; aq] 2
M(1; q) such that a1 + : : : + aq = 0. Let W (m; q) := W (1; q)�m be the sum of m
standard representations.
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The standard representationW (m; q) naturally arises in the well known topological
Tverberg problem. An elementary but important Proposition 2.18 shows a connec-
tion of the tautological representation of the symmetric group Sq, where q = pk

is a power of a prime, with the regular representation of a subgroup of the form
(Z=p)k.

Remark 2.17 Note that Sq can be viewed as the group of all permutations of the
vector space F k

p . Then the group of all translations of F k
p , seen as a subgroup of

Sq , is clearly isomorphic to T k
Z=p.

Proposition 2.18 Suppose that q = pk is a power of a prime number, including
the case p = 2. Let T k = T k

Z=p be the subgroup of Sq described in the Remark 2.17.

Then the restriction of the tautological permutation representation P (q) on the
subgroup T k is isomorphic to the regular representation of the group T k = (Z=p)k.

Proof: The proof follows easily from De�nitions 2.15 and 2.16.

Corollary 2.19 Let W (1; q) = WC(1; q) be the standard representation (over C)
of the group Sq (De�nition 2.16) and let q = pk be the power of a prime number.
Then the T k-index of the sphere S(W (1; q)) is given by the formula

IndTk(S(W (1; pk))) =
Y

�2Fk
p nf0g

(�1b1 + : : :+ �kbk) 2 Fp[b1; : : : ; bk]: (1)

Proof: By Proposition 2.18, the tautological permutation representation P (q) of
Sq , viewed as a representation of T k, is isomorphic to the regular representation
RegTk . It is well known [19], that the regular representation RegTk of T k decom-
poses over C as follows

RegTk
�= ��2Fk

p
V�

where V� is the irreducible, one{dimensional T k{representation, associated to the
vector � 2 F k

p . Since the standard representation W (1; q) is obtained from P (q)

by removing the trivial representation, we observe that, as a T k{representation,
W (1; q) admits the following decomposition,

W (1; q) �= ��2Fk
p nf0g

V�:

The proof now follows from the Proposition 2.14. �

Remark 2.20 The Corollary 2.19 is true in the case p = 2 even if we work over
the �eld of real numbers. More precisely, let S(WR(1; 2

k)) be the unit sphere
in the standard (real) representation WR(1; 2

k) of the symmetric group S2k . Let
(Z=2)k � S2k be the subgroup described in the Remark 2.17 (p = 2). Then the
permutation representation PR(2

k) is again isomorphic to the regular representation
RegTk . Since the regular representation has the decomposition RegTk

�= ��2Fk
p
V�
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already over real numbers, we conclude that, as T k{representations, W (1; q) �=
��2Fk

p nf0g
V� and �nally

Ind(Z=2)k (S(WR(1; 2
k))) =

Y
�2Fk

2
nf0g

(�1b1 + : : :+ �kbk): (2)

2.4 How to decide whether or not p 2 I?

Let us suppose that IndG(X) = I1 and IndG(Y ) = I2 where I1 and I2 are two ideals
in a polynomial ring k[z1; : : : ; zn]. According to the general theory, we would be
able to show that there does not exist a G-equivariant map f : X ! Y if I2 6� I1.
In other words we are supposed to �nd a polynomial p 2 I2 which is not in I1. Here
is a proposition which demonstrates one of the possible approaches to this problem.

Proposition 2.21 Let P := F2[x1; : : : ; xk; y1; : : : ; yl] be the ring of all polynomials
in k+ l variables x1; : : : xk; y1; : : : ; yl with coeÆcients in F2. Let L be the subring of
P generated by all elementary symmetric polynomials wi := �i(x1; : : : ; xk); ewj :=
�j(y1; : : : ; yl). Let I be the ideal in L generated by the symmetric polynomials
�1; �2; : : : ; �k+l in all (k + l) variables x1; : : : ; yl. Then

(wk)
l = (x1x2 : : : xk)

l =2 I

Proof: Let k be a �eld and let K := k(z1; : : : ; zn) be the �eld of all rational
functions in n variables z1; z2; : : : ; zn with coeÆcients in k. Let S := KSn be the
sub�eld of all symmetric rational functions, i.e. the sub�eld of all invariants with
respect to the obvious action of the symmetric group Sn. Then, see [2],

� Each element h 2 K can be uniquely represented as a linear combination of
the form

h = ��2J ��X� (3)

where �� 2 S, J is the collection of all sequences � = (�1; �2; : : : ; �n) of nat-
ural numbers where �i � i� 1 for all i, and X� are the associated monomials
of the form

X� := z�11 z�22 : : : z�nn :

Suppose that (wk)
l 2 I which means that

(wk)
l = �1�1 + �2�2 + : : :+ �k+l�k+l (4)

for some �i 2 L. Let us assume that k = F2 and that the variables z1; z2; : : : ; zn
are interpreted as y1; : : : ; yl; x1; : : : ; xk. Each of the polynomials �i has a unique
representation described in (3). We observe next that (wk)

l = (x1 : : : xk)
l is already

one of the polynomials of the form X� , the one corresponding to the sequence
�1 = : : : = �l = 0; �l+1 = : : : �k+l = l. This means that its unique representation
of the form (3) is (wk)

l = 1 � (wk)l which immediately implies that the equation (4)
is not possible.
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Remark 2.22 Obviously the proof of Proposition 2.21 is valid not only for the
ring L but for the whole polynomial ring F2[x1; : : : ; xk; y1; : : : ; yl]. In other words,
(wk)

l = (x1x2 : : : xk)
l =2 I 0 where I 0 is the ideal in F2[x1; : : : ; xk ; y1; : : : ; yl] gener-

ated by all symmetric polynomials �1; �2; : : : ; �k+l in all (k+ l) variables x1; : : : ; yl.
The reason we chose the formulation above is that, according to well known results
of A. Borel, [31], the cohomology ring H�(Gk(R

d); F2) of the Grassmann manifold
Gk(R

d) of all linear, k-dimensional subspaces in Rd is isomorphic to the quotient
ring L=I . The ring F2[x1; : : : ; xk; y1; : : : ; yl]=I

0 also has a geometric interpretation.
It is isomorphic to the cohomology ring of the 
ag manifold ~Vd;k := Vd;k=T

k where
Vd;k is the Stiefel manifold of all orthonormal k-frames in Rd. The combinatorial
geometric consequences of these results are collected in section 3.4.

3 Applications

The reader can �nd many examples of combinatorial problems which can be reduced
to the question of (non)existence of aG-equivariant map f : X ! Y . Review papers
[5], [8], [29], [43], [51], [53] are primary source of information also serving as a
guide for original research articles. Usually Y is a sphere of the form S(V ) where
V is a linear representation of G. In this case, the nonexistence of an equivariant
map f implies that each continuous, G-equivariant map g : X ! V has a zero in
X . Of course all this is a special case of the scheme outline in the section \How to
solve it" in [53].

3.1 Topological Tverberg problem

Our �rst example is the famous topological Tverberg problem. Recall that the
well known Tverberg theorem, [44], [41], [51], says that every collection C � Rd

of N := (q � 1)(d + 1) + 1 points can be partitioned into q nonempty subcollec-
tions, C = C1 [ : : : [ Cq , so that the associated convex hulls have a nonempty
intersection,

Tq
i=1 conv(Ci) 6= ;. The starting point of [7] was the observation that

Tverberg theorem can be reformulated as the following statement. For any aÆne
map f : �N ! Rd, where �N is a N -dimensional simplex, there exist disjoint faces
�1; : : : ;�q of �

N such that the intersection f(�1)\ : : :\ f(�q) is nonempty. The
topological Tverberg problem is the question whether the Tverberg theorem is still
true if f is an arbitrary (not necessarily aÆne) continuous map.

Theorem 3.1 provides the most general, known result in this direction and
at the time of writing of this paper it is still unknown if the condition on q be-
ing a power of prime can be removed. The Theorem 3.1 was in the case k = 1
proved by B�ar�any, Shlosman, and Sz�ucs in [7] and extended to the case q = pk by
M. �Ozaydin in an unpublished preprint, [34]. The proof in [34] is also based on
the idea of cohomological index although in somewhat less explicit form involving
the localization theorem of A. Borel.

Theorem 3.1 Let q = pk be a power of a prime number. Let f : �N ! Rd be a
continuous map from a N-dimensional simplex where N = (q�1)(d+1). Then there
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exist disjoint faces �1; : : : ;�q of �
N such that the intersection f(�1)\ : : :\f(�q)

is nonempty.

By the usual method based on the deleted product (deleted join) technique,
[7], [38], [39], [49], [53], Theorem 3.1 can be deduced from the following result.

Theorem 3.2 Suppose that q = pk is a power of prime. Let WR(1; q) be the
standard, real Sq{representation (De�nition 2.16). Let X be a space of type EM

where M = (q � 1)d, i.e. X is a free, (M � 1){connected, Sq{space. Then there
does not exist a Sq{equivariant map

f : X ! S(WR(1; q)
�d):

Actually, the proof will show that the map f cannot be equivariant already with
respect to the subgroup (Z=p)k � Sq described in Remark 2.17.

Proof: We assume that d = 2d1 is an even integer. This simpli�es the proof a
little and illustrates all relevant ideas. We observe now that there exist the following
isomorphisms of Sq or (Z=p)

k{representations,

WR(1; q)
�d �=WR(d; q) �=WC(d1; q) �=WC(1; q)

�d1 :

It follows from Proposition 2.18 and Corollary 2.19 that Ind(Z=p)k (S(WR(1; q)
�d))

is a polynomial P 2 Fp[b1; : : : ; bk] of degree (q � 1)d1. Since deg(bi) = 2, the poly-
nomial P represents a cohomology class of dimension M = (q � 1)d. The theorem
follows from the monotonicity axiom and the Proposition 2.5 which says that X ,
being a space of type EM (M = (q � 1)d), has the property P =2 Ind(Z=p)k (X).

Remark 3.3 Note that for the odd case d = 2d1 + 1 we actually need slightly
more general forms of Proposition 2.14 and Corollary 2.19 applicable not only for
complex but for all real, irreducible (Z=p)k{representations. Alternatively, one can
use Proposition 2.5. from [26], which says that the topological Tverberg theorem
in the case (q; d) is true provided it is true in the case (q; d+ 1).

Historical comments: Theorem 3.1 was proved in the case k = 1 by I. B�ar�any,
S.B. Shlosman and A. Sz�ucs in [7]. This important paper opened new perspectives
for applications of topological methods in geometric combinatorics. Murad �Ozaydin
has extended this result to the case q = pk in the preprint [34] which has been
known for more than ten years but has never been published. Perhaps the reason
why [34] was not better publicized was a feeling that Theorem 3.1 should be true
without any restriction on q and that a proof of this was within reach. At present
we still don't know if the topological Tverberg theorem is true in full generality.
There have been several erroneous proofs in the meantime. For example the result
of Kriz, [24] (Theorem 2.6), used by some authors as a basis for a proof of the
general topological Tverberg theorem, is unfortunately false, [25]. Theorem 3.1 has
been in the last few years rediscovered by several authors. The proof of Volovikov,
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[46], is based on a similar idea as the proof of �Ozaydin. These two proofs both
rely on a localization lemma of A. Borel from [9] and [20] respectively. A good
more recent reference for this localization result is [12], Proposition 3.14. A proof
based on the Chern class computations, very similar in spirit to the index theory
proof given in this paper, can be found in the preprint [42] of K. Sarkaria. A
more detailed exposition of this proof, which also contains much of the background
material, can be found in the preprint [26]. Note that there are other results
which should be considered as close relatives of Theorem 3.1. A good example is
Corollary 2 from the paper of Bartsch, [3], which says that if V and W are two
orthogonal representations of G = (Z=p)k without trivial subrepresentations, and
if there exists a G-equivariant map f ;S(V ) ! S(W ) between the associated unit
spheres, then dim(W ) � dim(V ).

3.2 Colored Tverberg theorem

De�nition 3.4 A coloring of a set C � Rd by k+1 colors is a function � : C ! hki
where hki := f0; 1; : : : ; kg. It is always assumed that � is an epimorphism and that
k � d. A (k+1)-element set B � C is multicolored if it contains a point from each
of the colors, i.e. if �(B) = hki. If B is multicolored then the set conv(B) is called
a (possibly degenerate) rainbow simplex, [51]. Sometimes it is more convenient to
describe a coloring � of C by the associated partition C := fC0; : : : ; Ckg of C where
Ci := ��1(i). The collection C is called the coloring family for C and individual
sets Ci = ��1(i) are often referred to as the colors of C, [51], [5].

Colored Tverberg theorems are relatives of Tverberg theorem where we start
with a set C � Rd which is colored by a family C = fC0; : : : ; Ckg of colors and ask
if one can �nd \many" disjoint, multicolored sets B1; : : : ; Br so that the associated
rainbow simplices �i := conv(Bi) have a nonempty intersection. More precisely, let
T (r; k; d) be the minimum number t such that for any set C � Rd of size t(k+1) and
every coloring � : C ! hki with the property that the size of the set Ci := ��1(i)
is t, there exist r disjoint, multicolored sets Bj (j = 1; : : : ; r) such that

r\
j=1

conv(Bj) 6= ;:

Problem 3.5 Colored Tverberg Problem
Determine the number T (r; k; d) for di�erent values of integers r; k; d where d � k
or �nd a good upper bound for the function T (r; k; d).

The reader can �nd more information about partial solutions of the colored
Tverberg problem in review papers [51], [5] or in the original articles [6], [55],
[30], [48]. Here are some of the highlights. It is known that T (3; 3; 2) = 3 and
T (3; 3; 3) = 5. It is also known that T (r; 2; 2) = r and T (2; d; d) = 2 and there is
a conjecture that T (r; d; d) = r for all r and d. It is not diÆcult to see that in the
case k < d, the number T (r; k; d) is well de�ned only if r � d=(d � k). In the case
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k = d�1 the necessary condition says that r � d. Under this condition, one proves
that T (r; d � 1; d) = 2r � 1 if r is a prime number. Similarly, if r is a prime, it
is known that T (r; d; d) � 2r � 1. Since the function T (r; d; d) is monotone in d,
this leads, in light of the fact that there is always a prime number in the interval
[n; 2n� 1], to the estimate T (r; d; d) � 4r � 3.

Our objective in this section is to show that there exists a topological version
of the colored Tverberg theorem parallel to Theorem 3.1 and that it is also a
consequence of Theorem 3.2.

De�nition 3.6 Let �0;�1; : : : ;�k be a collection of simplices of dimension t� 1
where �i is viewed as a simplex colored by the color i 2 hki. Let � := �0 ��1 �
: : :��k be the join of simplices �i. A k-dimensional face � of � is called a rainbow
face if � \�i 6= ; for each i 2 hki.

Problem 3.7 Topological Colored Tverberg Problem
Evaluate or estimate the function TC(r; k; d) de�ned as the minimum number t
such that for any continuous map

f : �! Rd

there exist r disjoint rainbow faces �1; : : : ; �r of � such that

f(�1) \ : : : \ f(�r) 6= ;:

It is clear that if we assume that f : � ! Rd is an aÆne map, then the
topological colored Tverberg problem reduces to colored Tverberg problem.

Theorem 3.8 Suppose that r = pl is a power of a prime number. Then,

(1) TC(r; k; d) � 2r � 1 if k < d and r � d=(d� k),

(2) TC(r; d; d) � 2r � 1.

Proof: (outline) The analogues of inequalities (1) and (2) for the function T (r; k; d)
were proved, in the case when r is a prime number, in [48] and [55] respectively.
Let us show on the example of the �rst inequality how these proofs should be
modi�ed to yield more general statements (1) and (2) above.

Let �! Rd be an arbitrary continuous function, where � := �0��1�: : :��k

is the simplex described in De�nition 3.6 and each of the simplices �i has t = 2r�1
vertices. The map f induces a continuous map F1 : ��(r) ! (Rd)�(r), where
X�(r) := X � : : : �X is the join of r copies of the space X . Each element of X�(r)

has the form x = t1x1+: : :+trxr , where xi 2 X; ti � 0 and t1+: : :+tr = 1. If X is a
simplicial complex, then X�(r) also has a natural simplicial structure with simplices
of the form � = �1 � : : : � �r, where �i are simplices in X . Let K be the subcomplex
of ��(r), de�ned as the union of all simplices of the form � = �1 � : : : � �r where
�i are multicolored, pairwise disjoint simplices in �. Let F2 : K ! (Rd)�(r) be the
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restriction of the map F1 on K. It is convenient to embed the abstract join (Rd)�(r)

in the Euclidean space V := (R � Rd)�(r) by the embedding t1v1 + : : : + trvr 7!
(t1; v1; t2; v2; : : : ; tr; vr). Let D1 := fv = t1v1 + : : : + trvr 2 (Rd)�(r) j v1 = v2 =
: : : = vrg be the \diagonal" in (Rd)�(r). If D is the actual (d + 1)-dimensional
diagonal in V = (Rd+1)r, then D1 = D

T
(Rd)�(r). Let F = � Æ F2 : K ! L

be the composition of F2 and � : (R � Rd)�(r) ! L where L := D? �= V=D is
the orthogonal complement of D in V . It turns out that K is isomorphic to the
con�guration space Ar;k;t from the proof of Theorems 4 in [48] which is shown
there to be s-connected for s = (r � 1)(k + 1) + k � 1. All maps F1; F2; F are
Sr-equivariant with the obvious Sr-actions on ��(r);K = Ar;k;t; V = (R�Rd)�(r)

and L = V=D. Note that V is, as a Sr-representation, isomorphic to the matrix
representation MR(d + 1; r) from De�nition 2.16 and that in the decomposition
MR(d + 1; r) �= W (d + 1; r) � D the subspace D corresponds to the part with
the trivial Sr-action. This means that L is isomorphic to W (d + 1; r) as a Sr-
representation. The dimension of the space W (d + 1; r) is (d + 1)(r � 1) and it is
easy to check that (d + 1)(r � 1) � s+ 1 = (r � 1)(k + 1) + k is equivalent to the
assumption r � d=(d� k). By Theorem 3.2, the map F : K ! L must have a zero
and the result follows. �

3.3 Equipartitions of masses by hyperplanes

A Lebesgue measurable set A � Rd is equipartitioned by a collection H = fHigki=1
of k hyperplanes if each of the 2k orthants associated toH contains the fraction 1=2k

of the total measure of A. More generally, a triple of integers (d; j; k) is admissible
if for each collection A = fA1; : : : ; Ajg of j measurable sets in Rd, there exists a
collection H = fH1; : : : ; Hkg of k hyperplanes which is an equipartition for each
of the sets Ai. In order to simplify the presentation we restrict our attention to
Lebesgue measurable sets in Rd. Actually, all results in this section have obvious
generalizations to arbitrary (bounded) �-additive Borel measures in Rd.

E. Ramos gave a detailed study of admissible triples in [37]. He showed that
d � j(2k�1)=k is a necessary condition for a triple (d; j; k) to be admissible and that
this condition is suÆcient in many interesting special cases. Among other results he
showed that (5; 1; 4); (5; 3; 2); (9; 5; 2); (9; 3; 3) have this property and also described
some in�nite series of triples which are admissible. Ramos does not formally use
the index theory approach although it is not diÆcult to recognize some of his ideas
in this context. His central general invariant, see the Remark 2.13, was described
as the parity of a certain function (related to the permanent) of a 0{1 matrix.
Our objective in this section is to clarify the connection with the index theory
approach. A detailed study of the equipartition problem from this point of view
will be presented in the forthcoming paper [36].

Proposition 3.9 Let T k = (Z=2)k be the usual (Z=2){torus and let RegTk be the
associated, real, (2k){dimensional regular representation. Let WTk be the (2k � 1){
dimensional representation, obtained from RegTk by subtracting the trivial, one{
dimensional representation V0. Then a suÆcient condition for a triple (d; j; k) to
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be admissible is the nonexistence of a T k{equivariant map

f : (Sd)k ! S(W�j
Tk ):

Proof: The ideas of Ramos, [37], can be expressed in the usual con�guration space{
test map scheme described in [53]. The con�guration space XP is naturally the
manifold of all ordered collections H = (H1; : : : ; Hk) of oriented hyperplanes in Rd.
In order to obtain a compact space we go one dimension up and embed Rd in Rd+1,
say as the hyperplane with the equation xd+1 = 1. Then each oriented hyperplane
H in Rd �= fx 2 Rd+1 j xd+1 = 1g is a trace of an oriented hyperplane H 0 � Rd+1

which passes through the origin. The oriented hyperplane H 0 is determined by the
corresponding orthogonal unit vector u 2 Sd � Rd+1 so the natural environment
for all collections H = (H1; : : : ; Hk) is the manifold (Sd)k. Now we de�ne the test
space VP and the test map C : XP ! VP . Let H = (H1; : : : ; Hk) be a collection of
oriented hyperplanes inXP which is determined by a collection (u1; : : : ; uk) 2 (Sd)k

of unit vectors. The collection H divides Rd into (2k){orthants Ort� which are

naturally indexed by 0{1 vectors � = �H 2 F k
2 . Let b

j
�(H) be the measure of the set

Aj \Ort� . Then bj� can be extended to a continuous function Bj
� : (Sd)k ! R1 and

the functions Bj
� together de�ne a T k{equivariant, continuous map Bj : (Sd)k !

R2k : The test space VP = R2k is found to be isomorphic, as a T k{representation,
to the regular representation RegTk . The \zero" subspace ZP � VP is identi�ed
as the trivial subrepresentation V0 of RegTk . In other words, the collection H =
(H1; : : : ; Hk), labeled by the vector u 2 (Sd)k, is an equipartition for the measurable
set Aj i� B

j(u) 2 V0. Let Cj : (Sd)k !WTk be the (T k){equivariant map obtained
by composing Bj with the orthogonal projection RegTk ! WTk . Then H is an
equipartition for Aj i� Cj(u) = 0 and H is an equipartition for all measurable sets

A1; : : : ; Aj i� u 2 (Sd)k is a zero of the map C = (C1; : : : ; Cj) : (Sd)k ! W�j
Tk

which implies the desired result.

Corollary 3.10 Let Dk be the product of all nonzero polynomials in F2[t1; : : : ; tk]
of the form (�1t1+: : :+�ktk). Then the triple (d; j; k) is admissible if the polynomial
(Dk)

j is not in the ideal generated by monomials td+11 ; : : : ; td+1k ,

(Dk)
j =

Y
�2Fk

2
nf0g

(�1t1 + : : :+ �ktk)
j =2 ftd+11 ; : : : ; td+1k g:

Proof: The proof follows from the monotonicity property of the index function,
Corollary 2.8, and the observation (Remark 2.20) that Ind(Z=2)k (S(WR(1; 2

k))) =
Ind(Z=2)k (S(WTk )) is the product of all nonzero, linear polynomials in the ring
F2[t1; : : : ; tk].

3.4 Center transversal theorem

The following theorem, [54], [51], is called the center transversal theorem.
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Theorem 3.11 Let A0; A1; : : : ; Ak; 0 � k � d � 1; be a collection of Lebesgue
measurable sets in Rd. Then there exists a k-dimensional aÆne subspace D � Rd

such that for every closed halfspace H(v; �) := fx 2 Rd j hx; vi � �g and every
i 2 f0; 1; : : : ; kg;

D � H(v; �) =) �(Ai \H(v; �)) � 1

n� k + 1
�(Ai):

The theorem is usually formulated for more general measures which include
the counting measures (�nite sets), continuous mass distributions etc. It is shown
in [54] that theorem 3.11 follows from the following general topological principle.

Proposition 3.12 Let Rk ! Ek ! Gk(R
d) be the canonical k{plane bundle over

the Grassmann manifold of all k{dimensional subspaces of Rd. Then (wk)
n�k 6= 0

where wk 2 H�(Gk(R
d); Z=2) is the top Stiefel{Whitney class of the canonical bun-

dle Ek. Since (wk)n�k is the top Stiefel{Whitney class of the Whitney sum E�(n�k)k ,

this implies that each continuous, cross{section of E�(n�k)k ! Gk(R
d) must have a

zero. As a consequence, each collection C = fc0; c1; : : : ; ckg of k continuous cross{
sections of the bundle Ek ! Gk(R

d) must have a point of coincidence, i.e. a point
p 2 Gk(R

d) such that c0(p) = c1(p) = : : : = ck(p).

For other applications of this principle and its extensions the reader is referred
to [17], [27], [47]. It is well known, see for example [47] and [12] (section I.7),
that there is a one{to{one correspondence between continuous cross-sections of
a vector bundle Rk ! E ! B and O(k)-equivariant maps Vk(E) ! Rk where
Vk(E) =

S
b2B Iso(Rk; Eb) is the Stiefel-type manifold of all orthonormal k-frames

in E . In particular E ! B does not admit a nowhere zero, continuous, cross{section
if and only if there does not exist a O(k){equivariant map Vk(E)! Rk n f0g. This
shows that Proposition 3.12 can be approached from the point of view of equivariant
maps and index theory. For the future reference we formulate this as an independent
guiding principle.

\Sections are equivariant maps" principle: Suppose that X and Y are G-
spaces and that the action on X is free. Consider the �bre bundle Y ! X �G
Y ! X=G. It turns out that G-equivariant maps f : X ! Y are in one{to{
one correspondence with the sections s : X=G ! X �G Y of this bundle. In
particular, all arguments involving Stiefel-Whitney or Chern classes for proving
the nonexistence of a continuous, cross{section of a vector bundle are equivalent
to a the nonexistence of an equivariant map of the form X ! S(V ) and can be
carried on in the context of the index theory (IVIT). Conversely, at least in the case
when Y = S(V ) is a representation sphere, the index theory can be interpreted as
a calculus with characteristic classes.

After these preliminaries, we are naturally led to the questions which index
computations are \responsible" for Theorem 3.11 and Proposition 3.12. The fol-
lowing result [18] provides an answer.
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Proposition 3.13 Let Vd;k be the Stiefel manifold of all orthonormal k-frames in
Rd. The manifold Vd;k = Iso(Rk; Rd) can be viewed as the manifold of all linear
isometries I : Rk ! Rd. From here we see that Vd;k is a (right) O(k)-space, where
O(k) = Iso(Rk; Rk) is the orthogonal group and the action is given by I � g := I Æ g.
Let Rk be the tautological representation of O(k). Then there does not exist a
O(k){equivariant map

f : Vd;k ! S((Rk)�(d�k)):

Proof: We will actually prove more by showing that there does not exist a T k =
(Z=2)k equivariant map f : Vd;k ! S((Rk)�(d�k)), where T k � O(k) is the set
of all diagonal matrices with entries in f1;�1g. Proposition 2.10, applied on T k-
representations Rk and (Rk)�(d�k) respectively, leads to the following formulas

IndTk (S(Rk)) = (t1t2 : : : tk)

IndTk (S((Rk))�(d�k)) = ((t1t2 : : : tk)
d�k)

If is suÆcient to show that (t1t2 : : : tk)
d�k =2 IndTk (Vd;k). There are at least three

di�erent ways to establish this fact. The argument in [18], Theorem 3.16, is in-
ductive. It is based on a careful analysis of the cohomology of the 
ag manifold
~Vd;k := Vd;k=T

k. The second way is to use the Pieri formula from the Schubert cal-
culus. This idea works at least for the weaker statement (wk)

d�k =2 IndO(k)(Vd;k).
Finally, one can rely on Proposition 2.21 (Remark 2.22). Indeed, the cohomology

of the 
ag manifold eVd;k is isomorphic to the quotient ring of the polynomial ring
F2[t1; : : : ; tk; s1; : : : ; sd�k] by the ideal I 0 generated by all symmetric polynomials
in all d variables t1; : : : ; tk; s1; : : : ; sd�k. The desired result is now, in light of the
Remark 2.22, a consequence of Proposition 2.21.

4 Index theory versus obstruction theory

Key words and phrases:

� Equivariant homotopy classes [X;Y ]G: These are the homotopy classes of
G{equivariant maps where two maps are equivalent if they are G{homotopic.

� equivariant cohomology groups H�
G(X;M), equivariant cochains: If

X is a (free) G{space then the cellular (singular etc.) cochain complex
C�(X) is a complex of G-modules. Then the equivariant cohomology with
the coeÆcients in a G{module M is the cohomology of the chain complex
HomG(C

�(X);M), see [12].
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4.1 Obstruction exact sequence

The basic idea of the obstruction theory is to associate a computable, cohomological
invariant to the problem of extending a continuous map. For example suppose we
want to check the existence of an equivariant map f : X ! Y of two, G-CW{
complexes X and Y . We can try to solve this problem by constructing inductively
an equivariant map fn : X(n) ! Y from the n{skeleton ofX and then check whether
this map can be equivariantly extended to the skeleton X(n+1) of X . In this way
arises an obstruction cocycle c = c(fn) whose cohomology class [c(fn)] belongs to
an appropriate equivariant cohomology group Hn+1

G (X; �n(Y )). The vanishing of
this class is a necessary and suÆcient condition for the existence of an equivariant
map g : Xn+1 ! Y which agrees with fn on the skeleton Xn�1. In other words,
vanishing of [c(fn)] guarantees that fn can be extended to X(n+1), after a suitable
modi�cation on the n-skeleton of X . More formally and more precisely these ideas
can be, following [12], recast in the form of the following statement.

Theorem 4.1 Suppose that X is a free G-CW{complex and that Y is n{simple
G-space (which holds for example if the fundamental group �1(Y ) is trivial). Then
for each integer n � 1 there exists an exact obstruction sequence,

[X(n+1); Y ]G
��! Im([X(n); Y ]G �! [X(n�1); Y ]G)

��! Hn+1
G (X; �n(Y )) (5)

The \exactness" of this sequence of sets means that Im(�) = ��1(0). More explic-
itly this means that a G-equivariant map f : Xn�1 ! Y , which can be extended
G-equivariantly to Xn, admits an equivariant extension to Xn+1 i� certain equiv-
ariant, obstruction class �([f ]) vanishes.

In the majority of interesting examples the space Y is a G{sphere S(V ) �= Sn

where V is a linear representation of the group G. In this case Theorem 4.1 has
the following very useful corollary.

Corollary 4.2 Suppose that X is a free, (n + 1){dimensional, G-complex where
n � 2. Let Y = S(V ) = Sn be an n-dimensional G-sphere, associated to a linear G{
representation V , and let f�g be a one{element set. Then the sequence (5) reduces
to

[X;Sn]G �! f�g ��! Hn+1
G (X;Z) (6)

where Z is the group Z �= �n(S
n) viewed as a G{module. The sequence (6) should

be interpreted as the statement that the existence of a G{equivariant map f : X !
S(V ) depends solely on the question whether a functorially de�ned element �(�) 2
Hn+1
G (X; �n(Y )) vanishes or not.

Proof: We have to check that both [Xn�1; Sn]G is a one-element set f�g, i.e.
that any two G-equivariant maps f; g : Xn�1 ! Sn are G-homotopic, and that
[Xn; Sn]G 6= ;. Both statements are consequences of the fact that the �rst obstruc-
tion to extending (equivariantly) a map h : Y (m) ! Sn to Y m+1, where Y is a free,
G-complex, arises if m = n. �
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Remark 4.3 Note that there exists a relative version of Theorem 4.1, cf. [12],
where an equivariant map is already prescribed in advance on a G{subspace A � X ,
the action is free only on X nA and all homotopies are relative A. In this case the
obstructions \live" in relative equivariant cohomology groupsHn+1

G (X;A;Z). Also,
if Z = �n(Y ) is a trivial G-module, the equivariant cohomology groups coincide
with the usual (nonequivariant) cohomology groups Hn+1

G (X=G;A=G;�n(Y )) of
the pair of quotient spaces (X=G;A=G).

Example 4.4 Borsuk{Ulam Theorem

One of the equivalent forms of the well-known Borsuk-Ulam theorem is the state-
ment that there does not exist a Z=2-equivariant map f : Sn ! Sn�1. In di�erent
notation it says that [Sn; Sn�1]Z=2 is an empty set. A more usual reformulation is
that each Z=2-equivariant map f : Sn ! Rn must have a zero. Borsuk-Ulam theo-
rem is of course an easy consequence of both the numerical [53] and the ideal-valued
index theory. We outline here a di�erent proof which serves as a good illustration
of the use of Theorem 4.1 and Corollary 4.2.

The sphere Sn � Rn+1 is seen as a CW -complex with the usual (minimal)
CW -structure, invariant under the antipodal Z=2-action. This structure has two
cells in each dimension and the (n� 1)-skeleton of Sn is just the equatorial sphere
Sn�1. Denote by e+ and e� the top dimensional cells of Sn, where e+ is the
upper and e� the lower hemisphere of Sn. By Corollary 4.2, in order to show that
[Sn; Sn�1]Z=2 = ;, it would be suÆcient to prove that �(�) 6= 0 in Hn

Z=2(S
n;Z).

The modulo 2 reduction leads to a homomorphism Hn
Z=2(S

n;Z)! Hn
Z=2(S

n; Z=2)
of equivariant cohomology groups and, by a slight abuse of notation, we assume
that obstruction cochains and classes are taken with Z=2 rather than Z coeÆcients.
Hence, it is suÆcient to show that �0 := �(�) is nonzero as an element in the group
Hn
Z=2(S

n; Z=2). This is very convenient since this way we don't have to work with

local coeÆcients Z . The idea is to use a concrete, simple Z=2-equivariant map
f : Sn ! Rn to �nd the obstruction cochain c(g) = c(f jSn�1) 2 Cn

Z=2(S
n�1; Z=2),

where g := f jSn�1 is the restriction of f on the (n� 1)-skeleton of Sn. We choose
f to be the orthogonal projection of Sn to the equatorial plane Rn. One observes
that on the level of cellular chains, c(g)(e+) = c(g)(e�) = 1. Indeed, c(g)(e+)
is by de�nition the degree of the map g : Sn�1 ! Rn n f0g and this degree is
just the parity of the number of zeros of f in e+; the same holds for c(g)(e�).
It remains to check that [c(g)] 2 Hn

Z=2(S
n; Z=2) �= Z=2 represents the generator.

This immediately follows from the geometric interpretation of the Poincar�e duality
Hn(RPn; Z=2) �= H0(RP

n; Z=2) �= Z=2 and the observation that Hn
Z=2(S

n; Z=2) �=
Hn(RPn; Z=2). �

In the following two sections we demonstrate some of the applications of The-
orem 4.1 and Corollary 4.2 on interesting geometric problems which are typically
not tractable by the methods of index theory.
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4.2 Borsuk-Ulam theorems for the cyclic group

In our �rst application we construct an example which shows why the condition
that the order of the group is a power of prime often plays an important role in
Borsuk-Ulam type theorems.

Example 4.5 Let G = Z=6. Let S1 be the circle presented in the form of a regular
hexagon, which is the most economical Z=6-invariant, simplicial structure on S1.
Alternatively we can view S1 as a unit circle in the complex plane subdivided
by the vertices bk := exp(2�

p�1k=6) (k = 0; : : : ; 5) of the regular hexagon. Let
S5 = S1 � S1 � S1 be the 5-sphere, viewed as the join of three copies of S1 with
the induced simplicial structure and the induced Z=6 action. Let W (1; 6) be the
standard representation of the symmetric group S6, De�nition 2.16, also viewed as
a representation of Z=6. Let S4 := S(W (1; 6)) be the corresponding sphere. Note
that W (1; 6) can be described as follows. Suppose ! is a generator of Z=6 and let
v 2 W (1; 6) n f0g. Then v0; v1; : : : ; v5, where vi := !i � v, are vertices of a regular
simplex �5 = convfvi j 0 � i � 5g. It follows that the representation W (1; 6) is
isomorphic to the 5-dimensional Euclidean space with the S6 action arising from
all isometries of a regular 5-simplex �5 � R5.

� � = S5

Figure 1:

Proposition 4.6 Suppose that S5 := S1 � S1 � S1 and S4 := S(W (1; 6)) are Z=6{
spheres described in the Example 4.5. Then the set [S5; S4]Z=6 of equivariant ho-
motopy classes is nonempty or in other words, there does exist a (Z=6){equivariant
map

� : S5 ! S4:

Proof: Let g : S1 ! W (1; 6) n f0g be de�ned as the unique simplicial map such
that g(bi) = vi. Let F : S5 !W (1; 6) be the map de�ned by

F (t1x1 + t2x2 + t3x3) := t1g(x1) + t2g(x2) + t3g(x3)

where on the right-hand side is the genuine convex combination while on the left-
hand side is the \convex" (join) decomposition of a point x 2 S5 = S1 � S1 � S1.
The sphere S5, as a simplicial complex, consists of 63-simplices of dimension 5 of
the form � = �1 � �2 � �3, where �i are edges (1-simplices) of S1.
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Observation (�): If the �rst edge �1 is �xed, then there exist exactly two
choices for the ordered pair (�2; �3) such that the origin is contained in
F (�) where � = �1 � �2 � �3. In other words, there are exactly two Z=6-
orbits, each consisting of six 5-dimensional simplices, whose F -images
contain the origin 0 2 R5.

Recall that there exists a (minimal) Z=6-invariant CW -decomposition of S5 which
has exactly 6 cells, ei; !(ei); : : : ; !5(ei), in each dimension i = 0; : : : ; 5. It is de-
scribed as the CW -structure arising if in the decomposition S5 = S1 �S1 �S1, only
the �rst circle is assumed to be a hexagon. Here we rely on the fact that the join
�p � Sq of a p-simplex with a q-sphere, is a cell of dimension p+ q + 1. Let

F (4) : (S5)(4) !W (1; 6) n f0g

be the restriction of F on the 4-skeleton of S5. The obstruction cocycle c(F (4)) for
extending F (4) to a map F 0 : S5 ! W (1; 6) n f0g, can be described, in light of the
Observation (�), as the equivariant cochain which takes value 2 (or �2) on each
of the top-dimensional cells in the minimal Z=2-equivariant CW -decomposition of
S5. The associated cellular chain complex (resolution) has the usual form

Z(Z=6)
1�!�! Z(Z=6)

N�! : : :
N�! Z(Z=6)

1�!�! Z(Z=6)

where Z(Z=6) is the group ring of Z=6 and N = 1+ !+ : : :+ !5. The obstruction
cocycle c(F (4)) is an element of HZ=6(S

5;Z) where the Z=6-module Z is identi�ed
as H4(W (1; 6) n f0g; Z) �= H4(S

4; Z) �= Z where the generator ! 2 Z=6 acts by
!(u) = �u. The cochain complex computing the equivariant cohomology with
Z coeÆcients is obtained from the chain complex above by an application of the
functor HomZ=6(�;Z) and has the following form

Z
2 � Z

0 � : : :
0 � Z

2 � Z

We conclude from here that the obstruction cocycle c(F (4)) is a coboundary which
means that F (4) can be �rst modi�ed and then extended to an equivariant map
from S5 to W (1; 6) n f0g. �

The following (unpublished) result of �Ozaydin [34], is a very useful criterion
for the existence or nonexistence of equivariant maps. The proof of this result is
based on the important idea of transfer for equivariant cohomology groups.

Proposition 4.7 Let X be a (n + 1){dimensional free G{complex, and let Y be
a (n � 1){connected G-complex where n � 2. Then there exists a G-equivariant
map f : X ! Y if and only if for each prime p there exists a Gp{equivariant map
fp : X ! Y , where Gp is Sylow p{subgroup of G.

Let us note that Proposition 4.6 can be deduced from Proposition 4.7. Indeed
both Z=2 and Z=3, viewed as Sylow subgroups of Z=6, do not act transitively on
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S4. This means that there exist (constant) equivariant maps S5 ! S4 for both
Z=2 and Z=3 and Proposition 4.6 follows from Proposition 4.7. On the other hand
the simple geometric idea of the proof of Proposition 4.6 can be used in some cases
where Proposition 4.7 is not applicable. An example is the following proposition.

Proposition 4.8 Suppose G = Z=4. Let S3 = S1 � S1 be the (Z=4){simplicial
complex obtained as a join of two circles (regular squares) and let S2 = S(W (1; 4)
be the unit sphere in the standard (Z=4){representation W (1; 4). Then there does
not exist a (Z=4){equivariant map

f : S3 �! S2:

Proof: The proof is an easy modi�cation of the proof of Proposition 4.6 so we
leave the details to the reader.

Remark: The reader may �nd it interesting to �nd all integers n for which there
exists a (Z=n){equivariant map

f : E
Z=n
n�1 ! S(W (1; n))

where E
Z=n
m is a (m � 1){connected, free (Z=n){complex and W (1; n) is the stan-

dard representation of Z=n. For those familiar with [34], note that already Propo-
sition 4.8 is in disagreement with the (second) half of Theorem 4.2 from that paper.

4.3 Equipartitions of masses in R3

We want to prove that for any Lebesgue measurable set A � R3 there exist three
planes H1; H2; H3 partitioning A into eight parts of equal measure. In other words,
using the terminology of section 3.3, we want to show that (3; 1; 3) is an admissible
triple. According to the Proposition 3.9, it would be suÆcient to show that there
does not exist a T 3 = (Z=2)�3 equivariant map

f : (S3)3 ! S(WT 3):

Unfortunately the Corollary 3.10 cannot be used since the polynomial

D3 =
Y

�2F 3

2
nf0g

(�1t1 + �2t2 + �3t3) = det

2
4 t1 t21 t41
t2 t22 t42
t3 t23 t43

3
5

is in the ideal ft41; t42; t43g. One of the reasons this happened is that the appropriate
group of symmetries in the equipartition problem above is not T 3! Rather it is
the semi-direct product G = T 3 i S3. We will prove that the desired equipartition
exists by showing that an obstruction theoretic argument applies to the following
sharper statement. More detailed proofs of more general statements will appear in
[36].
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Proposition 4.9 Let A;B;C be a collection of three Lebesgue measurable sets in
R3. Then there exist three hyperplanes H1; H2; H3 which form an equipartition of
A, such that the hyperplane H1 is a common bisector of both B and C.

Proof: (outline) The con�guration space XP associated to this problem is as
before (S3)3. The target space is VP = R7 � R1 � R1 where R7 corresponds to
7 functions testing if the collection H1; H2; H3 is an equipartition of A and the
two remaining functions test if H1 is a halving plane for B and C. The group of
symmetries in this problem is G = Z=2 � ((Z=2)�2 i S2) where (Z=2)�2 i S2 is
the semi{direct product of (Z=2)�2 and S2. Hence, the result is a consequence of
the fact that there does not exist a G{equivariant map f : (S3)3 ! S(R9). Note
that the action of G on (S3)3 is not free on the set D := f(x1; x2; x3) 2 (S3)3 j
x2 = x3 or x2 = �x3g. This means that we need a relative form of Theorem 4.1
(cf. Remark 4.3). Let us also note that G = Z=2� ((Z=2)�2 i S2) acts on R7 �
R1 � R1 as a group of orientation preserving linear maps. This means that Z =
�8(S(R

9)) �= Z is a trivial G{module. In other words, the equivariant cohomologies
from Theorem 4.1 and Corollary 4.2 can be computed, in light of Remark 4.3, as
the usual cohomologies of the pair ((S3)3=G;D=G). These cohomologies are, via
Poincar�e duality after reducing modulo 2, isomorphic to Z=2. The usual geometric
interpretation of the Poincar�e duality, already used in Example 4.4, says that a
criterion for an equivariant cochain c 2 C9

G((S
3)3; D;Z=2) to represent a generator

of this group is that the total sum of values of c on all representatives of G{
equivariant cells of dimension 9 in (S3)3 is an odd number. In particular this
criterion is satis�ed if there exists exactly one G orbit where the cochain is nonzero.
Recall that, while the obstruction cohomology class � = [c] is uniquely de�ned, the
obstruction cocycle c is very sensitive to the choice of the equivariant map which
is supposed to be extended. In other words, each choice of measurable sets A;B;C
leads to a G{equivariant map f : (S3)3 ! R9 which can be used for computing
the associated obstruction cocycle! We carry on this idea for the following special
choice of measurable sets A;B and C.

��
��b

��
��b

X1 X2 X3 X4 X5 X6 X7

C
B A

Figure 2:

Let B and C be disjoint unit balls with centers at the moment curve � = f(t; t2; t3) j
t 2 Rg. Let the set A be an \in�nitesimal" tube around an interval I = f(t; t2; t3) 2
� j 0 � t � 1g which is assumed to be disjoint from B and C. Then the only
collections fH1; H2; H3g of planes which form a desired equipartition of A;B and
C are described as follows. The plane H1 is spanned by the centers of balls B
and C and the center of the interval I . Let X1; X2; : : : ; X7 be the points in the
interval I where Xi = �(i=7). If U = fX1; X3; X6g and V = fX2; X5; X7g then
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either U � H2 and V � H3 or vice versa. This implies that the \orbit criterion" is
satis�ed by the obstruction cocycle � in this case which completes the proof. �
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