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ON THE CONVERGENCE RATE ESTIMATES

FOR FINITE DIFFERENCE SCHEMES

APPROXIMATING HOMOGENEOUS INITIAL-BOUNDARY

VALUE PROBLEM FOR HYPERBOLIC EQUATION

Vladimir Jovanovi�c

Communicated by Miroljub Jevti�c

Abstract. Applying the interpolation theory of the function spaces, we ob-
tain a new convergence rate estimate for the weak solution of hyperbolic initial-
boundary value problem.

1. Introduction. In the case of elliptic boundary value problem, the
convergence rate estimates for �nite di�erence schemes of the form

ku� vkHk
h
� Chs�kkukHs ; s > k;

are said to be compatible with the smoothness of data [3]. Here u denotes the
solution of the boundary value problem, v denotes the corresponding discrete ap-
proximation, h is the discretisation parameter, Hs denotes the standard Sobolev
space and Hk

h is the discrete Sobolev space. The compatible estimates may also be
derived in parabolic case [4]. But in the hyperbolic case, the usual estimates are
not compatible with the smoothness of data [5]:

ku� vkC� (Hk
h
) � Chs�k�1kukHs(Q); s > k + 1;

These estimates are usually obtained using the Brumble-Hilbert lemma [2].

A few years ago, Zlotnik [12] applied the interpolation theory to obtain for
the hyperbolic projection di�erence scheme a convergence rate estimate of the order
2(s � k)=3. Using also the interpolation theory, B.S. Jovanovi�c derived in [6] the
convergence rate estimate of the same order for the �nite di�erence schemes in the
case of homogeneous hyperbolic equation with constant coeÆcients. Here we show
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how the same estimate can be obtained in the case of homogeneous hyperbolic
equation with variable coeÆcients.

2. Statement of the problem Let Lq = Lq(0; 1) (1 � q � 1) be Lebesgue
spaces of integrable functions, Hs = Hs(0; 1) standard Sobolev spaces, D the space
of in�nitely di�erentiable functions with compact support in (0; 1) and Hs

0 is the
closure of D in Hs. (; ) and k k denote the inner product and the norm in L2,
respectively. Suppose a 2 L1 such that

(1) a � a0 > 0 in (0; 1) a.e.

For the operator L:H1
0 ! H�1 de�ned by Lv = (av0)0 there exist 0 < �1 < �2 <

. . . , limk �k = 1, such that L'k = �k'k (k 2 N); the sequence of eigenfunctions
('k)k2N � H1

0 is an orthonormed topological basis of L2 (see [8]). Introduce the

spaces V � (� � 0) by V � = fv 2 L2jkvk2V � =
1X
k=1

��k ~v
2
k < 1g, where ~vk = (v; 'k)

are the Fourier coeÆcients of v in the basis ('k)k2N .

Consider the initial-boundary value problem for the homogeneous second-
order hyperbolic equation (IBVP) in the domain Q = (0; 1)� (0; T ]:

@2u

@t2
=

@

@x

�
a(x)

@u

@x

�
; (x; t) 2 Q

u(0; t) = u(1; t) = 0 t 2 [0; T ]

u(x; 0) = u0(x);
@u

@t
(x; 0) = u1(x); x 2 (0; 1)

There is the unique weak solution of this problem for u0 2 V 1, u1 2 V 0 (see [10],
[12]). It can be represented as the Fourier series

(2) u(x; t) =
1X
k=1

~uk'k(x);

where,

(3) ~uk(t) = ~u
(0)
k cos

�p
�kt

�
+

~u
(1)
kp
�k

sin
�p

�kt
�

(here ~u
(0)
k , ~u

(
k1) are the Fourier coeÆcients of the functions u0, u1, respectively).

The relation (3) shows that the series (2) also has meaning for t < 0. In such a way,
the solution of (IBVP) can be extended in t on [�T; T ]; this extension we shall also
denote by u. If u0 2 V �, u1 2 V ��1, it satis�es the relation

(4) max
t2[�T;T ]

k@lu=@tlkV ��1 � C(ku0kV � + ku1kV ��1);



On the convergence rate estimates for �nite di�erence scheme ... 145

where l 2 Z, 0 � l � � (see the analogous relation in [9] and the proofs of
Propositions 1.1 and 1.3 in [12]). Then, in the perfectly same way as we deduced
Theorem 3 in [9], we obtain, applying (4) that for a 2 C3 satisfying (1), the
following assertion holds:

If u0 2 V �, u1 2 V ��1 then

(5) max
t2[�T;T ]

k@lu=@tlkH��1 � C(ku0kV � + ku1kV ��1);

where 1 � � � 4, l 2 Z, 0 � l � �.

3. Discretisation. Lower estimate. Let �!h be a uniform mesh on [0; 1]

with the stepsize h = 1=n, !h = �!h \ (0; 1) and !�h = !h [ f0g. We set
0
H(!) to be

the space of all functions de�ned on �!h vanishing at 0 and 1. Introduce the �nite
di�erences in x:

vx = (v(x + h)� v(x))=h; v�x = (v(x) � v(x� h))=h:

We de�ne the following discrete norms

kvkh =
�
h
X
x2!h

v2(x)
�1=2

; j[vkh =
�
h
X
x2!�h

v2(x)
�1=2

kvkH1

h
= (kvk2 + j[vxk2)1=2:

The operator Lh:
0
H(!)!

0
H(!) de�ned by

Lhv =

� � 1
2 [(avx)�x + (av�x)x]; x 2 !h

0; x 2 f0; 1g

is positive on
0
H(!) and satis�es the inequalities

(6) cj[vxkh � kvk(Lh) � Cj[vxkh:

Let �!� be a uniform mesh on [��=2; T ] with the stepsize � = T=(m � 1=2),
!� = �!� \ (0; T ), and !�� = !� [ f��=2g (see [6]). Let us introduce the following
notations:

v = v(t); v̂ = v(t+ �); �v = v(t� �); vj = v((j � 1=2)�);

�v = (v + v̂)=2; vt = (v̂ � v)=�; v�t = (v � �v)=�:

For functions de�ned on �!h � �!� we de�ne the norms

kvkC� (H1

h
) = max

t2!�t

kv(�; t)kH1

h
and kvkLq;� (L2;h) =

�
�
X
t2!�

kv(�; t)kqh
�1=q

:
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One can easily deduce

Lemma 1. For v 2
0
H(!) the inequality kvk(I+0:25�2(��1=4)Lh) � Ckvkh holds

if one of the following two conditions is satis�ed:

(i) If � > 1=4, then �=h < C, where C is an arbitrary constant;

(ii) If � < 1=4, then �=h � 4
q

1�s0
(1�4�)c2

1

for an s0 2 (0; 1), where c1 is a constant

depending only on the function a. �

Let Sx and St denote the Steklov smoothing operators in x and t:

Sxf(x; t) =
1

h

x+h=2Z
x�h=2

f(s; t)ds; Stf(x; t) =
1

�

t+�=2Z
t��=2

f(x; �)d�:

For the approximation of (IBVP) we shall use a weighted �nite di�erence
scheme (FDS) (see [7]):

vt�t = �Lh(�v̂ + (1� 2�)v + ��v);

v(0; t) = v(1; t) = 0; t 2 �!�

v0 = u0 � �

2
S2xu1; v

1 = u0 +
�

2
S2xu1

Let z = u� v denote the error of the approximation.

Suppose u0 2 V 1, u1 2 V 0, a 2 C3 satisfying (1) and that one of conditions in
Lemma 1 holds. Then applying the a priori estimate for FDS (see [7]) one obtains

(7) N(v) � CN(v0);

where N2(w) = kwtk2(I+0:25�2(��1=4)Lh)
+ k �wk2(Lh)

. Using Lemma 1, we have

(8) kv0t k(I+0:25�(��1=4)Lh) � Ckv0t kh = CkS2xu1kh � Cku1k

(the last inequality in (8) follows from the Cauchy-Schwartz inequality). The in-
equality (6) yields

k�v0k(Lh) = ku0k(Lh) � Cj[(u0)xkh � Cku0kH1

(for the last inequality see [6]). From this, using equivalency of the norms in H1

and V 1 (see [9]), we obtain

k�v0k(Lh) � Cku0kV 1 :

The estimates (7), (8) and the last inequality yield

(9) max
t2!�t

k�vk(Lh) � C(ku0kV 1 + ku1kV 0):
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Further, thanks to (5) (for l = 0, � = 1), we obtain

k�uk(Lh) � Cj[(�u)xkh � C max
t2[�T;T ]

k@u=@xk � C(ku0kV 1 + ku1kV 0);

whence,

(10) max
t2!��

k�uk(Lh) � C(ku0kV 1 + ku1kV 0):

Finally, from (7), (9), (10) follows the lower estimate

(11) k�zkC� (H1

h
) � C(ku0kV 1 + ku1kV 0):

4. Upper estimate. In this section we suppose that u0 2 V 4, u1 2 V 3,
a 2 C3 satisfying (1) and that one of the conditions in Lemma 1 holds. Then
the inequality (5) implies @2u=@t2; @2=@x2 2 H2(Q). Thus, applying the embed-
ding theorem H2(Q) � C( �Q) (see [11]) we conclude that @2u=@t2; @2u=@x2 are
continuous. The error z is the solution of the following �nite di�erence scheme:

ztt = �Lh(�ẑ + (1� 2�)z + ��z) +  ;

z(0; t) = z(1; t) = 0; t 2 �!�

z0 = u
�
x;��

2

�
� u0(x) +

�

2
S2xu1; z

1 = u
�
x;
�

2

�
� u0(x) � �

2
S2xu1;

where  = ut�t +Lh(�û+ (1� 2�)u+ ��u). The application of the a priori estimate
to z yields

(12) N(z) � C
�
N(z0) +

1p
c
k kL1;� (L2;h)

�
;

where c = 1 if (i) in Lemma 1 is satis�ed or c = s0 if (ii) is satis�ed. Let us �rst
estimate N(z0). Decompose the �rst term in N(z0):

z0t =
u
�
x; �2

�� u
�
x;� �

2

�
�

� S2xu1

=
1

�

�=2Z
��=2

@u

@t
(x; �)d� � u1(x) + u1(x)� S2xu1 = g1(x) + g2(x):

From

g1(x) =
1

�

�=2Z
��=2

@u

@t
(x; �)d� � @u

@t
(x; 0) = �1

�

�=2Z
��=2

�Z
0

(� � �)
@3u

@t3
(x; �)d�d�;

(g1)x = � 1

h�

�=2Z
��=2

�Z
0

x+hZ
x

(� � �)
@4u

@t3@x
(�; �)d�d�d�;
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we have

(13)

j[g1kh � Cj[(g1)xkh

�
"
h
X
x2!h

h�2��2�2
� x+hZ

x

�=2Z
��=2

tZ
0

���� @4u@t3@x
(�; �)

���� d�dtd��2
#1=2

� C�2 max
t2[�T;T ]

 @4u

@t3@x

 :
Further, the equality

g2(x) = u1(x) � S2xu1 =
1

2h

x+hZ
x�h

sZ
x

(� � s)u001 (�)d�ds;

and the equivalence of the norms in H2 and V 2 imply

(14) kg2kh � Ch2ku001k � Ch2ku1kV 2 :

Then Lemma 1, together with (13), (5), (14) yields

(15) kz0t k�I+ �2

4 (��
1

4 )Lh

� � C(h2 + �2)(ku0kV 4 + ku1kV 3):

For

�z0 =
1

2

�
u
�
x;
�

2

�
+ u

�
x;��

2

��
� u0(x) = û

�
x;
�

2

�
� û(x; 0);

where û(x; t) = (u(x; t) + u(x;�t))=2, the identity

�z0 =

�=2Z
0

tZ
0

@2û

@t2
(x; �)d�dt;

holds. Hence,

k�z0k(Lh) � Cj[(�z0)xkh � C�2 max
t2[0;T ]

 @3û

@t2@x


� C�2 max

t2[�T;T ]

 @3u

@t2@x

 � C�2(ku0kV 4 + ku1kV 3):

From (15) and the last estimate one obtains

(16) N(z0) � C(h2 + �2)(ku0kV 4 + ku1kV 3):

To estimate  , we shall rewrite it in the following manner:

 = utt + Lhu+ ��2Lhutt = �+ � + ;
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where

� = ut�t �
@2u

@t2
; � = �Lu+ Lhu;  = ��2Lhut�t:

Obviously, � = �1 + �2, where

�1(x; t) = ut�t � S2xS
2
t

@2u

@t2
; �2(x; t) = S2xS

2
t

@2u

@t2
� @2u

@t2
:

But,

�1(x; t) = S2t
@2u

@t2
� S2xS

2
t

@2u

@t2

=
1

h�

x+hZ
x�h

sZ
x

t+�Z
t��

(s� �)

�
1� js� xj

h

��
1� j� � tj

�

�
@4u(�; �)

@t2@x2
d�d�ds

wherefrom,

k�1(�; t)kh � Ch2 max
t2[�T;T ]

 @4u

@t2@x2

 ;
and consequently, referring to (5), we obtain

(17) k�1kL1;� (L2;h) � Ch2(ku0kV 4 + ku1kV 3):

The term �2 can be represented in the form

�2(x; t) =� 1

h�

x+hZ
x�h

sZ
x

t+�Z
t��

(� � s)

�
1� js� xj

h

��
1� j� � tj

�

�
@4u(�; t)

@t2@x2
d�d�ds

� 1

h�

x+hZ
x�h

t+�Z
t��

�Z
t

(� � �)

�
1� js� xj

h

��
1� j� � tj

�

�
@4u(s; �)

@t4
d�d�ds;

whence,

k�2kL1;� (L2;h) � Ch2 max
t2[�T;T ]

 @4u

@t2@x2

+ C�2 max
t2[�T;T ]

@4u@t4
 ;

and therefore

k�2kL1;� (L2;h) � C(h2 + �2)(ku0kV 4 + ku1kV 3):

From (17) and the last estimate we obtain

(18) k�kL1;� (L2;h) � C(h2 + �2)(ku0kV 4 + ku1kV 3):
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Decompose � in the following way: � = �1 + �2 + �3 + �4, where,

�1 = a

�
@2u

@x2
� ux�x

�
; �2 = a0

�
@u

@x
� 1

2
(ux + u�x)

�
;

�3 =
1

2
(a0 � ax)(ux � u�x); �4 =

1

4

�
a0 � 1

2
(ax + a�x)

�
u�x:

Combining the estimate max
x2[0;1]

ja(x)j � C and the fact that

@2u

@x2
� ux�x =

1

h

x+hZ
x�h

sZ
x

(� � s)
@4u(�; t)

@x4
d�ds;

one obtains

(19) k�1kL1;� (L2;h) � Ch2 max
t2[�T;T ]

k@4u=@x4k:

Using the relation

@u

@x
� 1

2
(ux + u�x) =

1

2h

x+hZ
x�h

sZ
x

(� � s)
@3u(�; t)

@x3
d�ds;

and the estimate max
x2[0;1]

ja0(x)j � C we have

(20) k�2kL1;� (L2;h) � Ch2 max
t2[�T;T ]

k@3u=@x3k:

Applying Taylor's formula, one has

ja0(x)� axj � h max
x2[0;1]

ja00(x)j � Ch:

This estimate and the obvious relation ux � u�x = hux�x = hS2x(@
2u=@x2), imply

(21) k�3kL1;� (L2;h) � Ch2 max
t2[�T;T ]

k@2u=@x2k:

From Taylor's formula it follows that

��a0(x)� 1

2
(ax + a�x)

�� � Ch2 max
x2[0;1]

ja000(x)j � Ch2:

From this, taking into account that

u�x =
1

h

xZ
x�h

@u(s; t)

@x
ds;
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we obtain

(22) k�4kL1;� (L2;h) � Ch2 max
t2[�T;T ]

k@u=@xk:

Then (19){(22), thanks to (5), yield

(23) k�kL1;� (L2;h) � Ch2(ku0kV 4 + ku1kV 3):

Representing the term  in the form

 = ���
2

2
(axuxt�t + a�xu�xt�t + 2aux�xt�t);

we easily obtain, using preceding techniques, that

kkL1;� (L2;h) � C�2(ku0kV 4 + ku1kV 3):

The last estimate together with (18), (23) yields

k kL1;� (L2;h) � C(h2 + �2)(ku0kV 4 + ku1kV 3):

From this estimate, (16) and (12) it follows that N(z) � C(h2 + �2)(ku0kV 4 +
ku1kV 3), whence the upper estimate

(24) k�zkC� (H1

h
) � C(h+ �)2(ku0kV 4 + ku1kV 3):

5. Interpolation. Now we are going to apply the interpolation theory to our
problem. Let fA1; A2g and fB1; B2g be two interpolation pairs (see [1]). Then, if L
is a continuous linear operator from A1+A2 into B1+B2 such that its restrictions
L:A1 ! B1 and L:A2 ! B2 are bounded, the inequality

(25) kLk(A1;A2)�;q!(B1;B2)�;q � kLk1��A1!B1
kLk�A2!B2

;

holds for 0 < � < 1, 1 � q � 1, where (A1; A2)�;q denotes the interpolation space
obtained by the K-method of real interpolation (see [1]).

Theorem. Suppose a 2 C3 satisfying (1), u is the weak solution of (IBVP), v
is the corresponding discrete approximation and let one of the conditions in Lemma
1 is satis�ed. Then for the error z = u� v the following estimates hold:

(i) k�zkC� (H1

h
) � C(h+ �)2(s�1)=3(ku0kV s + ku1kV s�1); 1 � s � 4,

(ii) k�zkC� (H1

h
) � C(h+ �)2(s�1)=3(ku0kHs +ku1kHs�1); 1 � s � 4, s 6= integer+

1=2,

Proof. (i) Let z(0) denote the error in the case when u1 = 0 and z(1) in
the case u0 = 0. De�ne the linear operators R0, R1 by R0u0 = �z(0), R1u1 = �z(1).
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From (11) and (24) it follows that R0 is a bounded linear operator from V 1 into
D � C� (H

1
h) and from V 4 into D. Of course, the corresponding conclusion also

holds for R1. Therefore, the interpolation inequality (25) yields

kR0k(V 4;V 1)�;2!D � kR0k1��V 4!DkR0k�V 1!D ;(26)

kR1k(V 3;V 0)�;2!D � kR1k1��V 3!DkR1k�V 0!D ;(27)

Applying the interpolation relation (V �; V �)�;2 = V (1��)�+��, � > � � 0 (see
Proposition 4 in [9]), we have (V 4; V 1)�;2 = V 4�3� and (V 3; V 0)�;2 = V 3�3�.
Setting 4� 3� = s, from (11), (24), (26){(27) one obtains

(28)
k�z(0)kC� (H1

h
) � C(h+ �)2(s�1)=3ku0kV s and

k�zk(1)kC� (H1

h
) � C(h+ �)2(s�1)=3ku1kV s�1 :

Using �z = �z(0) + �z(1) we �nally obtain the desired estimate.

(ii) The continuous injection Hs
0 � V s, 1 � s � 4, s 6= integer +1=2 (see [9])

applied in (28) implies the estimate (ii). �
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