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Abstract. In 1984 D. R. Heath-Brown constructed two involutions from
which a new and simple proof of Fermat's theorem on the decomposition of a prime
p � 1 (mod 4) as a sum of two squares was derived. An algorithm based on the
composition of the two involutions is constructed for the decomposition of p, and
the method can also be used for the factorisations of suitable composite numbers.
The process corresponds to the continued fraction expansion of a reduced quadratic
irrational related to

p
p, and the period of the composite map is the sum of the

relevant partial quotients.

1. Introduction

For a positive integer n � 1 (mod 4), not a perfect square, we let

S = S(n) = f(x; y; z) : x; y; z 2 N ; x2 + 4yz = ng: (1:1)

There is a natural involution on S, namely b : S ! S given by b(x; y; z) = (x; z; y).
We call the �xed-points of this involution the b-points on S. These are points of
the form (x; y; y), and they correspond to the decomposition n = x2 + (2y)2 as a
sum of two squares. There are, of course, numbers n � 1 (mod 4) for which such a
decomposition is impossible, and so there will be no b-point on such S(n). However,
if the cardinal jSj of the set S is an odd number, then there must be at least one
b-point. This is because, for any involution on any �nite set, the number of �xed-
points of the involution must have the same parity as that of the cardinal of the
set.

Observe that the positive integer x corresponding to the vector v = (x; y; z)2
S is necessarily odd, and that x 6= jy � zj because n is not a square. In 1984
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D. R. Heath-Brown [2] gave a beautiful new proof of Fermat's two squares theorem
by constructing the following involution h on S:

h(x; y; z) =

8><
>:
(x+ 2z; z ; y�x� z) if x < y � z;

(2y � x; y ; x�y + z) if y � z <x < 2y;

(x� 2y; x�y + z; y ) if 2y <x:

(1.2)

As we shall see in Section 4, it is rather easy to check that h is indeed an in-
volution on S. The �xed-points of h, which we shall call the h-points on S, are
now of the form (x; x; z), and they correspond to the factorisation n = x(x + 4z).
There is always at least one h-point; for if we write n = 4k + 1, then (1; 1; k) is
an h-point. Indeed, Heath-Brown's argument is that if n is prime, then (1; 1; k) is
the only h-point, and therefore jSj is odd. When combined with the earlier obser-
vation on the possible b-points on S, the argument now gives what D. Zagier [7]
described as a \one-sentence proof" of Fermat's theorem, which states that every
prime p � 1 (mod 4) is a sum of two squares. It is interesting that the uniqueness
part of the theorem does not follow immediately from the argument. Indeed, as it
stands at the moment, the proof is a purely existence one in the sense that it has
not yet led to a construction of the b-point on S.

Actually very much more can be said on Heath-Brown's proof by consider-
ing the map f = bÆh on the set S. This composite map f possesses considerably
enhanced power which we exploit to extend the basic method on the use of two in-
volutions. When n is a prime, the b-point can now be constructed by an interesting
algorithm corresponding to the development of the continued fraction expansion for
a certain reduced quadratic irrational, and in particular the period of the composite
map is the sum of the relevant partial quotients.

2. The Partitioning of S into Orbits

We �rst establish a result which is applicable to a general �nite set S on
which two arbitrary involutions b and h have been de�ned. Let f0 be the identity
map, f = bÆh and fm+1 = fÆfm for m = 0; 1; 2; . . . . It will be convenient to omit
the Æ in the formation of the composition of maps in the following. For any v 2 S,
we consider the sequence

�
v; f(v); f2(v); . . .

�
. Since there are �nitely many points

in S, and the map f is a bijection on S, it is clear that this sequence is purely
periodic in the sense that there is a positive integer L such that fL(v) = v. The
least such L is the period of an orbit on S, namely the points

vm = fm�1(v); m = 1; 2; . . . ; L: (2:1)

Being in the same orbit is obviously an equivalence relation, and the set S is now
partitioned into orbits whose periods have the sum jSj.

We call the b-points and the h-points the special points of di�erent types, and
an orbit is called special or ordinary according to whether it contains special points
or not. If an orbit has period 1, then the point concerned is a �xed point of the
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composite map f . This �xed point may or may not be a special point, so that there
are special and ordinary orbits with period 1. In fact the point in such a special
orbit must be a special point of both types, while the point v in such an ordinary
orbit must satisfy b(v) = h(v) 6= v, and in this case b(v) forms a distinct ordinary
orbit with period 1. Our main result here is that a special orbit with period L > 1
contains exactly two special points, which are of the same type if and only if L is
even. This can be proved by the introduction of g = hb, the inverse of f . The
inverse of fm is then given by gm = h(bh � � � bh)b = hfm�1b = bfmb = hfmh, and
we remark that f i(v) = gj(v), i+ j � 0 (mod L) for any point v in an orbit with
period L.

Theorem 1. Let v1 be a special point, and set � = 0 or 1 according to

whether v1 is a b-point or an h-point. Suppose that the vectors v1; . . . ;vL in (2:1)
form an orbit with period L > 1. Then

vi = h(vj) if and only if i+ j � � + 1 (mod L);

vi = b(vj) if and only if i+ j � � + 2 (mod L):

Furthermore, if t = [(L+ �)=2], then vt+1 is a special point of the same type to, or

di�erent type from, v1 according to whether L is even or odd, and v1;vt+1 are the

only two special points on the orbit.

Proof. We consider the case when v1 is a b-point, so that � = 0. Let i; j
be positive integers satisfying i + j = L + 1. Then, by (2.1), vj = f j�1(v1) =
fL�i(v1) = gi(v1) so that, on using b(v1) = v1, we have h(vj) = hgi(v1) =
f i�1b(v1) = f i�1(v1) = vi. Similarly, if i+ j = L+2, then vj = gi�1(v1), and we
�nd that b(vj) = vi. Since b and h are injective it is clear that the conditions on
i; j are also necessary.

When i = j = t+ 1 we have i+ j = 2t+ 2, which is congruent to2 (mod 2)t
and also congruent to 1 (mod 2t + 1). Therefore vt+1 is a b-point or an h-point
depending on whether L = 2t or 2t + 1, and it is clear that there are no special
points besides v1 and vt+1.

The case when v1 is an h-point is similar, and the theorem is proved. �

The argument above shows that if v is any point on S such that b(v) = fm(v)
for some m, and if t = [m=2], then f t(v) is a b-point or an h-point according to
whether m is even or odd. It follows that if v1; . . . ;vL form an ordinary orbit,
then b(v1); . . . ; b(vL) form a distinct ordinary orbit, and we may describe these
two orbits as a \conjugate pair", so that the number of ordinary orbits having a
given period must be even.

3. The Special Points on S(n)

We now return to our problem on the set S = S(n) in (1.1) together with the
involution b and the involution h de�ned in (1.2). We already mentioned that the
b-points correspond to the decompositions of n = 4k + 1 as sums of two squares,
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while the h-points are associated with the factorisations of n. By the principal

orbit we mean the special orbit containing the h-point (1; 1; k), and we shall write
L(n) for its period. Thus, given a prime p = 4k + 1, we know by Theorem 1
that the principal orbit must contain a b-point, since (1; 1; k) is the only h-point
on S(p). The period L(p) is odd, and if we start with v1 = (1; 1; k) and successively
compute vm+1 = f(vm), then we shall arrive at the b-point vt+1 = (x; y; y) where
t = (L(p)+1)=2. Similarly, if n = 4k+1 is not a sum of two squares, say a product
of two distinct primes p � 3 (mod 4), so that there is no b-point on S(n), then the
principal orbit now has an even period L(n), and tracing out the orbit will lead to
the other h-point vt+1 = f t(v1) = (x; x; z), where t = L(n)=2 and n = x(x+4z) is
a non-trivial factorisation of n.

Although the method is now constructive, the accompanying algorithm is
extremely clumsy in that we need to compute half of the points on the principal
orbit in order to locate the remaining special point. The amount of computation
can be substantially reduced by a modi�cation of the method whereby we need only
compute a subset of the points which we call nodes on an orbit. We shall describe
the modi�cation in the next two sections, where we also derive a formula for L(n)
as a by-product.

If L(n) = jS(n)j, then the principal orbit is the only orbit on S(n), and nmust
be either a prime p � 1 (mod 4), or a product of two distinct primes p � 3 (mod 4),
depending on whether L(n) is odd or even. However, there are primes such as
p = 229 for which S(p) possesses ordinary orbits besides the principal orbit. It will
therefore be appropriate to make some remarks on jS(n)j and also on the numbers
of special points. From (1.1) we �nd that, corresponding to each �xed odd x <

p
n,

the solutions to 4yz = n � x2 form the vectors (x; y; z) 2 S. Therefore jS(n)j is
the value of

P
d
�
(n� x2)=4

�
, where d(u) counts the divisors of u, and x runs over

the odd numbers less than
p
n in the sum. Since each u > 1 has at least two

divisors, it follows that if we write m = [(1 +
p
n )=2], the number of odd numbers

less than
p
n, then jS(n)j � 2m� 1, the largest odd number less than

p
n. Indeed,

for �xed x, the equation x2 + 4yz = n always has the trivial solutions with y = 1
or z = 1, and, as we shall see, the vectors corresponding to these solutions are in
the principal orbit, so that

jS(n)j � L(n) � 2m� 1;

and in fact L(n) = 2m � 1 when and only when n = (2m � 1)2 + 4. However
jS(n)j = 2m� 1 can only happen for those n = (2m� 1)2 + 4 with the additional
property that (n � x2)=4 is a prime for each odd x < 2m � 1. This happens,
for example, when n = 5; 13; 29; 53; 173 and 293. Thus, when n = 293 and x =
1; 3; 5; 7; 9; 11; 13; 15, the values for (n�x2)=4 are the primes 73, 71, 67, 61, 53, 43,
31, 17. It seems likely that jS(n)j � p

n logn as n!1, which implies that there
are only �nitely many such numbers n.

The number of h-points in S(n) is the number of solutions to the equation
n = x(x + 4z), namely the number of divisors x of n satisfying x <

p
n. Since n is
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not a square, the number concerned is precisely d(n)=2. Similarly, the number of
b-points in S(n) is r(n)=8 where r(n) is the usual arithmetic function which counts
the representations of n as a sum of two squares of integers, positive or negative,
and taking account of the ordering of the squares. Since n � 1 (mod 4), the total
number of prime divisors p � 3 (mod 4) of n must be even. Let d1(n) and d3(n)
count the divisors x of n satisfying x � 1 (mod 4) and x � 3 (mod 4) respectively.
Then d(n) = d1(n) + d3(n), and it is well known that r(n)=4 = d1(n) � d3(n).
It follows that d1(n) is the total number of special points on S(n), while d3(n)
represents the excess number of h-points over the b-points. In particular, if d3(n) =
0, that is if n is not divisible by a prime p � 3 (mod 4), then there are d(n) special
points on S(n) with exactly half for each of the two types. On the other hand, if
d3(n) = d1(n), which happens when and only when the prime factorisation of n
possesses an exact odd power of a prime p � 3 (mod 4), then all the d1(n) special
points on S(n) are h-points.

4. Factorisation of fM and the Nodes on S(n)

For a more eÆcient method to locate the special points on the principal orbit
we need to design a scheme whereby, given any point v 2 S and any integerM , the
point fM (v) can be obtained without having to compute fm(v) for every m �M .
Since f = bh, we �rst examine the maps h and b, and we observe that the de�ning
equations for these involutions are linear in the coordinates of the vector concerned.
However, we also note that the set of equations to be used for h is not �xed, but is
dependent on the coordinates of the vector v to which the involution h is to apply.
It is natural to apply the machinery of linear algebra and use matrices of order 3
to represent maps on S(n). From (1.2) there are three matrices

H1 =

0
@ 1 0 2

0 0 1
�1 1 �1

1
A ; H2 =

0
@�1 2 0

0 1 0
1 �1 1

1
A ; H3 =

0
@ 1 �2 0
1 �1 1
0 1 0

1
A ;

for the involution h. Let v = (x; y; z) and v0 = h(v) = (x0; y0; z0), and we allow such
row vectors to be considered as column vectors when they appear in an equation
involving matrices, so that we may write v0 = Hiv. Now the choice of the value for i
depends on the values of the coodinates x, y and z, namely i = 1; 2; 3 corresponding
to the conditions

(i) x < y � z; (ii) y � z < x < 2y; (iii) 2y < x

respectively, as given in (1.2). We remark that, on eliminating z from n = x2+
4yz, we may rewrite these three conditions as (i) 2y � x >

p
n, (ii) 0 < 2y �

x <
p
n, (iii) 2y � x < 0. That h is an involution can be established from the

following observation. Suppose that condition (i) holds for a certain vector v.
Then, after an application of H1, the image vector v0 now satis�es condition (iii).
Similarly the image of any vector underH3 will always satisfy condition (i), whereas
if condition (ii) holds for a vector, then it also holds for its image vector under H2.
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But H2
2 = H1H3 = I , the identity matrix, so that h is indeed an involution. We

now write

J =

0
@�1 0 0

0 1 0
0 0 1

1
A ; B =

0
@ 1 0 0
0 0 1
0 1 0

1
A ; H =

0
@�1 0 0

0 0 1
0 1 0

1
A ;

so that B is the matrix for the involution b, and that

J2 = B2 = H2 = I; J = HB = BH; H = H3H2 = H2H1:

It will be misleading to describe J and H as matrices representing involutions since
they do not represent maps from S(n) into itself, because, under such maps, the
image of the �rst coordinate for a vector on S(n) is negative. Nevertheless we can
use these matrices in various useful ways.

The matrices representing the map f are given by Fi = BHi, with the pre-
viously stated accompanying conditions for the appropriate value for i. We need
only concentrate on one of them since they are related via the matrix H . In fact
we have F1 = BH1 = B(H2H2)H1 = (BH2)H and F3 = BH3 = (JH)(HH2) =
JH2 = H(BH2), so that

F1 = F2H; and F3 = HF2;

and we remark that Fm
1 F2 = F2F

m
3 .

Returning to the computation of fM (v), we now consider the matrix � which
represents the map fM applied to v. Again this matrix � will depend not only
on M but also on v, and in fact

� = FiM � � �Fi1 ; (4:1)

where Fim is the matrix for f applied to the point fm�1(v). The crux of the matter
is that although this matrix � can be rather complicated we can always factorise
it into matrices of the form

�m =

0
@�1 2m 0

m �m2 1
0 1 0

1
A : (4:2)

We shall see that, with an appropriate de�nition for a node, each �m represents the
map fm applied to a node, and the image of v under fM can then be obtained by
tracing out only the nodes \between" v and fM (v). Actually �m = HFm

3 = Fm
1 H ,

so that F2 = �1. In fact, for �; � � 0 and m = �+ 1+ �, we have

�mF
��
3 F�1

2 F��
1 = HFm��

3 F�1
2 F��

1 = HF 1+�
3 F�1

2 F��
1

= HF �
3 HF��

1 = F �
1 HHF��

1 = I;
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so that
F �
1 F2F

�
3 = �m when �+ 1 + � = m: (4:3)

It is important to observe that the combination F1F3 never occurs in (4.1). This
is because, under the condition (iii), namely x > 2y for the application of F3, we
have f(x; y; z) = (x � 2y; y; x� y + z), and now the condition (i) for F1 becomes
x � 2y < y � (x � y + z), that is 2x < 4y � z which contradicts x > 2y, so that
the image of a vector under F3 can only be mapped via another F3 or F2. We may
now group the matrices in (4.1) in blocks of the form F �

1 F2F
�
3 and apply (4.3) to

simplify the matrix representation of �. For example, we have

F1F2F
9
3 F

2
2 F

8
1 F2F

7
3 F1F2F3 = (F1F2F

9
3 )F

2
2 (F

8
1 F2F

7
3 )(F1F2F3) = �11�

2
1�16�3;

where the number of terms Fi involved is equal to the sum of the suÆces m for the
terms �m, and we remark that the number of such terms required is the number of
times i takes the value 2. For a general � in (4.1), there are numbers m1; . . . ;ms

such that m1 + � � �+ms =M and

� = H��ms
� � ��m1

H� ; (4:4)

where � = 1 if and only if iM = 3, and � = 1 if and only if i1 = 1, and that the
value for s is the number of times im takes the value 2 in the original formula for �
in (4.1).

In order to determine the values mi for the factorisation of � in (4.4) we now
de�ne a node to be a vector v with the property that v does not satisfy condition (i),
and that g(v) does not satisfy condition (iii). Another way of describing a node
is that it is the image of a vector under the map fm where m is taken as large as
possible, subject to the condition that the matrix for fm has the form Fm

1 or �m.
In fact, if the vector concerned satis�es condition (i), then we use Fm

1 , otherwise we
use �m, and the maximal property of m ensures that condition (i) will not hold at
a node. The value for m can be determined as follows. Suppose that v = (x; y; z)
does not satisfy condition (i), so that the matrix �m is applicable. From (4.2) we
�nd that x 7! �x+2my, so that we need to have 0 < �x+2my <

p
n, if we wish

to stay within S(n). It is worth remarking that the second inequality here can also
be obtained by requiring that the image of y should be positive. We may therefore
choose any m in the range 1 � m < (x+

p
n )=2y. However, for the application of

�m as given by (4.2), there is also the condition (4.3) which implies m > �. Thus, if
v satis�es condition (iii) initially and that the image vector fm(v) does not satisfy
condition (i), so that the matrix concerned is Fm

3 , then we need to apply H�m
intead of just �m in order to stay on S(n). In any case, in order to reach a node
we need to set

m =

�
x+

p
n

2y

�
: (4:5)

If the vector v satis�es the condition (i) initially, so that we need to apply Fm
1 ,

then we write Fm
1 = �mH and apply the same formula for m, except that we use

the coordinates of the image vector under H instead.
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By the successor node to the node v we mean the node v0 = fm(v) where fm

has the matrix �m, and we say that v
0 has order m. Thus, in order to obtain fM (v)

more eÆciently, we �rst compute the node corresponding to v, and then proceed
from node to successor node until we reach fM (v) with � in (4.4), �nishing with
H�m if necessary. Note that there is always exactly one vector satisfying the
condition (ii) between any two successive nodes, inclusive of the successor node.

The inverse of the matrix �m in (4.2) is given by 
m = B�mB, and so the
inverse of � in (4.4) has the form

� = ��1 = H�
m1
� � � 
ms

H� = H�B�m1
� � ��ms

BH�:

The following lemma is important for our results in the next section.

Lemma 1. Let v be a node whose successor node v0 has order m. Then b(v0)
and b(v) are also successive nodes, and b(v) has order m.

Proof. We �rst prove that the image of a node v under b is a node. Recall that
if a vector satis�es condition (i), then its image under h must satisfy condition (iii).
Since h is an involution, this means that if a vector does not satisfy condition (iii),
then its image under h does not satisfy condition (i). By hypothesis, g(v) does not
satisfy condition (iii), so that h

�
g(v)

�
= b(v) does not satisfy condition (i). We

also have g
�
b(v)

�
= h(v), and by a similar argument, this vector cannot satisfy

condition (iii) because v does not satisfy condition (i). Therefore b(v), and also
b(v0), are nodes, and we have

b(v) = bgm(v0) = b(bfmb)(v0) = fm
�
b(v0)

�
:

It remains to show that the matrix for fm at the node b(v0) is of the form �m. But
we know that the matrix for gm at v0 is 
m, so that the required matrix for fm

at b(v0) must have the form B
mB = �m. �

5. Computing a Sub-orbit and the Special Points

We can now determine the period of an orbit associated with a given point
on S(n) by computing only the nodes on this orbit. For a given point v = (x; y; z)
we �rst check that condition (i) does not hold. If the condition does hold, then we
replace v by Hv. We then set m = [(x +

p
n )=2y] in accordance with (4.5), and

proceed to calculate the �rst node v1 = (x1; y1; z1) = fm(v). The matrix for fm is
now given by �m in (4.2), so that0

@x1
y1
z1

1
A =

0
@�1 2m 0

m �m2 1
0 1 0

1
A
0
@x
y
z

1
A =

0
@ 2my � x
mx�m2y + z

y

1
A :

We then successively calculate mi and vi+1 = (xi+1; yi+1; zi+1) for i = 1; 2; . . .
from

mi =

�
xi +

p
n

2yi

�
and

0
@xi+1
yi+1
zi+1

1
A =

0
@�1 2mi 0
mi �m2

i 1
0 1 0

1
A
0
@xi
yi
zi

1
A : (5:1)
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According to (4.5), this generates a sequence of nodes vi = (xi; yi; zi) given by
vi+1 = fmi(vi), with the associated sequence of orders (m1;m2; . . . ), where mi is
the order of vi+1. Since the mapping from node to successor node is injective, these
sequences must be purely periodic so that there exists a positive integer s such that
ms+1 = m1, and vs+1 = v1. The least such s is the period for the sub-orbit of
nodes v1; . . . ;vs, while the period for the orbit itself is m1 + � � �+ms.

The case concerning the special orbits is particularly interesting. For example,
we may take the h-point v = (1; 1; k), where n = 4k + 1, for the determination
of L(n), the period of the principal orbit. In general, let a <

p
n be a divisor

of n � 1 (mod 4), and write n = a(a + 4k0), so that v = (a; a; k0) is an h-point
on S(n). Let v1; . . . ;vs be the nodes generated by the algorithm (5.1), with v1
being the node associated with v. We �nd thatm1; . . . ;ms�1 are symmetrical, that
ismi = mj for i+j = s, and that ms = x1 = 2m�1. There is a central term for the
symmetrical part when and only when s = 2t is even, and in this case the central
term mt is odd. Since ms is also odd, it follows that s and m1 + � � �+ms always
have the same parity. The nodes vi also exhibit symmetry in the form of vi = b(vj)
for i+ j = s+1. It therefore suÆces to compute only half of the sub-orbit, but we
will need a criterion on which to specify the stage when half of the nodes have been
computed. The initial point v = (a; a; k0) is not a node because ms > m, and since
the main purpose of the method is the determination of the special point distinct
from the initial h-point on the special orbit, we may also need to know whether
this special point will actually be a node. It turns out that if s = 2t+ 1 is odd, so
that the required special point is a b-point, then this point is a node, and in fact it
is given by vt+1. On the other hand, if s = 2t is even, so that the required special
point is also an h-point, then this point may or may not be a node. In fact the
required h-point is given by f�(vt), where � = (mt � 1)=2, so that it is a node if
and only if the central term mt = 1. These claimed properties for the special orbits
associated with the algorithm (5.1) are now given in the following theorem.

Theorem 2. Let a <
p
n be a divisor of n � 1 (mod 4), and write n =

a(a+4k0), so that v = (a; a; k0) is an h-point on S(n). Set v1 = fm(v), where m =
[(a+

p
n )=2a], and de�ne m1;m2; . . . and v2;v3; . . . by the algorithm (5:1). Then

there exists a least positive integer s such that ms+1 = m1 and vs+1 = v1, so that

the sequences (mi) and (vi) are purely periodic with period s. The orbit containing v
has period m1+ � � �+ms, and the vectors v1; . . . ;vs are all the nodes on this orbit.

Also, mi = mj for i+ j = s and ms = 2m � 1, and vi = b(vj) for i+ j = s+ 1.
Moreover, the two periods m1+ � � �+ms and s have the same parity. Furthermore,

let t be the least positive integer with the property that the two successive nodes vt
and vt+1 have either the �rst or the second coordinates repeating. Then we have

the following:
(1) (i) If both the coordinates repeat, then s = 1, and n = a2

�
(2m� 1)2 + 4

�
.

(2) (ii) If only the �rst coordinates repeat, then s = 2t, and the value of mt

is odd. Furthermore, if � = (mt� 1)=2, then f�(vt) is an h-point, which is

a node if and only if mt = 1.
(3) (iii) If only the second coordinates repeat, then s = 2t + 1, and vt+1 is a

b-point.
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Proof. The �rst part of the theorem has already been established. We pro-
ceed to establish the property of symmetry by �rst proving that vs = b(v1) and
ms = 2m� 1. The vector b(v1) = (2ma� a; a;ma�m2a+ k0) is also a node ac-
cording to Lemma 1, and it is easy to check that the matrix for f2m�1 at b(v1) has
the form �2m�1 which maps b(v1) back to v1. In fact fm�1

�
b(v1)

�
= v = (a; a; k0),

and the matrix here is Fm�1
3 , while the matrix for fm(v) = v1 is given by Fm�1

1 F2,

so that the matrix for f2m�1
�
b(v1)

�
= v1 is given by Fm�1

1 F2F
m�1
3 = �2m�1 ac-

cording to (4.3). This shows that v1 is the successor node to b(v1), and its order
is 2m� 1. In other words, vs = b(v1) and ms = 2m� 1.

Next, v2 is the successor node to v1 with order m1, and the images of v1
and v2 under b must also be a pair of successive nodes with the corresponding
order according to Lemma 1. Since we already proved that b(v1) = vs, we must
have b(v2) = vs�1, and that the order of vs is m1, which means that ms�1 = m1.
An inductive argument now shows that b(vi) = vj when i + j = s + 1 and that
mi = mj when i+j = s. We remark that conversely if vi = b(vj), then i+j = s+1.
This follows from the fact that b is injective.

Since ms is odd, that m1 + � � �+ms and s have the same parity will follow if
we can show that the central term of the symmetric part m1; . . . ;ms�1 is always
odd, if this central term exists at all. Suppose then that there is a central term mt,
so that s = 2t and vt = b(vt+1), which gives yt+1 = zt. But, by (5.1), yt+1 =
mtxt �m2

tyt + zt, so that xt = mtyt, and since xt is odd it follows that mt must
be odd.

We now consider case (i) of the last part of the theorem. Since x2t + 4ytzt =
n = x2t+1 + 4yt+1zt+1, it follows that if xt = xt+1 and yt = yt+1 then zt = zt+1,
and hence vt = vt+1 which implies s = 1. Furthermore, the period of the orbit
is m1 = 2m � 1, so that the �rst node v1 is already the b-point according to
Theorem 1. Since z1 = a, we must have y1 = a, so that n = a2

�
(2m� 1)2 + 4

�
.

For case (ii), in which xt = xt+1 only, we consider the three equation for
xt+1; yt+1; zt+1 in (5.1). The �rst equation is xt+1 = 2mtyt � xt which now gives
xt = mtyt. The second equation then yields yt+1 = mtxt �m2

tyt + zt = zt, while
the third equation is zt+1 = yt. Therefore vt = b(vt+1), and so 2t + 1 = s + 1,
giving s = 2t. We already proved that mt is odd, and we now write 2� = mt � 1.
Then the vector f�(vt) is given by

H��

0
@xt
yt
zt

1
A =

0
@�1 0 0

0 0 1
0 1 0

1
A
0
@ 2�yt � xt
�2yt � �xt + zt

yt

1
A =

0
@ xt � 2�yt

yt
�2yt � �xt + zt

1
A :

But xt � 2�yt = mtyt � (mt � 1)yt = yt, so that f�(vt) is an h-point.

Finally, for case (iii) in which yt = yt+1 only, we deduce at once that vt+1 is
a b-point because zt+1 = yt = yt+1. Thus vt+1 = b(vt+1), so that 2(t+ 1) = s+ 1,
giving s = 2t+ 1.

The proof of the theorem is complete. �
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We illustrate the theorem by examining the three principal orbits correspond-
ing to n = 1277; 879397 and 69529.

Example 1. Let n = 1277. For the principal orbit we take v = (1; 1; 319) as
the entry point, which then gives m = 18 and also the �rst node v1 = (35; 13; 1).
We then calculate the sequence of nodes vi generated by (5.1), and it turns
out that v10 = v1, so that s = 9. In fact mi = 2; 1; 2; 1; 1; 2; 1; 2; 35 for
i = 1; 2; 3; 4; 5; 6; 7; 8; 9 respectively, and the corresponding column vectors vi are:

0
@ 35
13
1

1
A ;

0
@ 17
19
13

1
A ;

0
@ 21
11
19

1
A ;

0
@ 23
17
11

1
A ;

0
@ 11
17
17

1
A ;

0
@ 23
11
17

1
A ;

0
@ 21
19
11

1
A ;

0
@ 17
13
19

1
A ;

0
@ 35

1
13

1
A :

The entry h-point v is not a node, while the remaining special point is the b-point
v5, which corresponds to the decomposition n = 112 + 342. Observe that y4 = y5,
besides the symmetry of mi = mj for i + j = 9, and vi = b(vj) for i + j = 10.
The period of the principal orbit is L(1277) = m1 + � � � + m9 = 47, and since
jS(1277)j = 47, there is no other orbit, so that 1277 must be a prime.

Example 2. Let n = 879397. Here we �nd that L(n) = 4138 and s = 412.
Since the period is even there is another h-point on the principal orbit besides
the entry point. There is a central term for mi, namely mt = 1 where t = 206.
The required h-point is a node, and is given by vt = (863; 863; 39). Since this is an
h-point, we must have vt+1 = f(vt) = b(vt) = (863; 39; 863), and in fact vi = b(vj)
when i+ j = s+ 1. We note that xt = xt+1 in this case.

Example 3. Let n = 69529. We �nd that L(n) = 2590 and s = 384. The
central term concerned is mt = 11, where t = 192, and the required h-point is
therefore not a node. In fact vt = (253; 23; 60) and vt+1 = f11(vt) = b(vt) =
(253; 60; 23), and we note that xt = xt+1. The required h-point can be obtained by
calculating f5(vt) using the matrix H�5 for the map f5. In fact

0
@�1 0 0

0 0 1
0 1 0

1
A
0
@�1 10 0

5 �25 1
0 1 0

1
A
0
@ 253

23
60

1
A =

0
@ 23

23
750

1
A :

6. Relationship to Quadratic Irrationals

The algorithm (5.1) can be identi�ed with the integer arithmetic algorithm
for the computation of the partial quotients of the continued fraction expansion of
a certain quadratic irrational involving

p
n. Indeed, if we set m = [(1 +

p
n )=2],

x = 2m� 1, y = (n� x2)=4, so that x is the greatest odd integer less than
p
n and

hence y is a positive integer, then the quadratic irrational concerned is

� =
x+

p
n

2y
: (6:1)
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The well known integer arithmetic algorithm (see, for example, O. Perron [5]) for
the delivery of the partial quotients of the continued fraction expansion for

p
n

itself can be extended easily for this number �. Let x1 = x, y1 = y and y0 = 1.
Then, for i = 1; 2 . . . , we de�ne

mi =

�
xi +

p
n

2yi

�
; xi+1 = 2miyi � xi; yi+1 = mixi �m2

i yi + yi�1; (6:2)

in order to give the partial quotients mi so that � = [m1;m2; . . . ]. On examining
our algorithm (5.1), we �nd that zi = yi�1 and that the two equations for xi+1 and
yi+1 in (5.1) are precisely the same as those in (6.2), so that the two algorithms
deliver the same integers m1;m2 . . . . We could have proved Theorem 2 using the
known properties for the continued fraction expansions for quadratic irrationals.
Instead our method can now be considered as a new proof of these properties. In
any case we now have the following corollary to our Theorem 2.

Corollary. The period of the principal orbit on S(n) is the sum of the

purely periodic partial quotients for the continued fraction expansion of the quadratic

irrational � in (6:1).

Lagrange proved that the continued fraction expansion for a real number �
is eventually periodic if and only if � is a quadratic irrational, and according to
H. Davenport [1, p. 100], Galois was the �rst to prove that a necessary and suÆcient
condition for pure periodicity is that � should be a reduced quadratic irrational,
that is � > 1 and �1 < �0 < 0, where �0 is the algebraic conjugate of �. The number
� in (6.1) is indeed reduced, and in fact the process here is related to the reduction
of quadratic forms with discriminant n. Davenport [1, p. 120] also mentioned
that, when n is a prime p � 1 (mod 4), an algorithm for the construction of the
b-point was given by Legendre back in 1808. Our algorithm here seems to be more
revealing and more eÆcient than the Legendre algorithm which is based on the
continued fraction expansion of

p
p itself. For example, although the periods for �

and for
p
p are of similar size, that for the former is more often the shorter. We

also remark that a theorem of T. Muir (see, for example, Perron [5, p. 91]) gives
a similar criterion concerning exactly when half of the period has been reached for
the continued fraction expansion of

p
n. Our use of the involutions here gives a

more transparent proof of this useful result.

When there are more than one b-points on S(n) it does not follow that one
of them must be on the principal orbit. For example, the two special points on the
principal orbit corresponding to 205 = 5�41 = 32 + 142 = 132 + 62 are the h-points
(1; 1; 41) and (5; 5; 9), while the two b-points (3; 7; 7) and (13; 3; 3) lie in another
special orbit, and so both these special orbits have even periods. Our notion of
orbits here has given some insight to the well known parity problem concerning
the period (of the periodic part) of the continued fraction expansion for

p
n. The

problem is to classify those integers n for which the period concerned is odd, and
it is directly related to the problem of whether the equation X2 � nY 2 = �1 is
soluble or not. Thus, according to Davenport [1, p. 111],
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\. . . The distinction between the cases when (this period) is odd
or even raises problems to which no complete answer is known. No way
of completely characterising the numbers n for which (the period) is
odd has been found. . . . A necessary condition for (the period) to be
odd is that n is representable as a sum of two squares, but it is not
suÆcient."

The usual approach to the problem involves generalised residue symbols crite-
ria, and some progress has been made by relating it to the structure of the 2-Sylow
subgroup of a ring class group of Q (

p
n). In particular, in a series of papers culmi-

nating in [6], L. R�edei used class-�eld theory to deduce a complete characterisation
for an odd period in terms of a certain \conditional Artin symbol" (see also P. Mor-
ton [4]). More recently J. C. Lagarias [3] has studied the computational complexity
of the parity problem.

Our approach here gives another \characterisation" for the period for
p
n to

be odd. We note that, although the two periods of the continued fraction expansions
corresponding to the two numbers

p
n and � in (6.1) may be di�erent nevertheless

the two periods always have the same parity. Consequently we may say that the
period for

p
n is odd if and only if the principal orbit on S(n) has a b-point. In

other words the parity is odd when, and only when, n is not only representable as
a sum of two squares, but also that this representation corresponds to a b-point
on the principal orbit. Thus, although 205 is a sum of two squares, nevertheless
the period for

p
205 is even because neither of the b-points corresponding to the

decomposition of 205 as a sum of two squares appears on the principal orbit.

The parity of L(n) is the same as that for the number of nodes on the princi-
pal orbit, that is the number of vectors satisfying the condition (ii). The problem
can therefore be investigated by analysing the inequality y � z < x < 2y, and
the method introduced in the paper has given some useful machinery for the pur-
pose. Unfortunately, at the moment, we do not even have an explicit criterion to
determine whether a given vector lies on the principal orbit or not.
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