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ESTIMATE FOR GRADIENT, BMO AND LINDEL�OF THEOREM

Miodrag Mateljevi�c

Abstract. We give sharp inequalities between BMO and Bloch norms for functions de�ned
on a proper subdomain D of R. In connection with this we establish a version of Lindel�of theorem
for bounded harmonic function (more general for Bloch function). Some application of those
results and suÆcient and necessary condition for a function to belong BMO and Bloch space are
given.

Throughout this paper Rn denotes Euclidean n-space and D a proper sub-
domain of Rn. Next for a 2 Rn and 0 < r <1 Br(a) denotes n-ball with center a
and radius r and Sr(a) its boundary. If there is no possibility of confusion we will
write B (respectively S) instead of Br(a) (respectively Sr(a)).

For a real function u de�ned on D and a 2 D we de�ne ua by u(x) =
u(x) � u(a); x 2 D and by ru we denote the gradient of u. By m we denote the
standard Lebesgue measure on Rn normalized so that the measure of unit ball is
1.

Lemma 1. If u is a harmonic function in Br(a), then

rnjru(a)j � n

Z
S(a)

jujdS

where dS is the volume (n � 1)-form of the oriented Riemannian manifold Sr(a),
normalized such that (n� 1)-volume of unit sphere is 1.

Proof. Since ru is a harmonic function, by the mean-value property we have

rnru(a) =
Z

B(a)

ruadm

Hence, by divergence theorem

rnru(a) = n

Z
S(a)

ua
!

ndS
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where
!

n = n(x) is the unit vector normal to the boundary of B(a) and directed
outwards with respect to B(a), which proves Lemma 1.

Lemma 2. Let u be a harmonic function on Br(a). Then

(1) rn+1jru(a)j � (n+ 1)

Z
B(a)

juajdm

Proof. By polar coordinates and Lemma 1 we get

Z
B(a)

juajdm = n

rZ
0

d�

Z
S(a)

juajdS � (n+ 1)�1jru(a)jrn+1;

which proves the lemma.

Let p � 1. The BMOp norm of any locally integrable function u, de�ned on
an arbitrary domain D � Rn, is given by

juj�p = sup

8<
: 1

m(B)B

Z
B

ju� uB jpdm
9=
;
1=p

;

where the supremum is taken over all closed balls B � D and where uB denotes
the mean-value of u taken over B. We say that u belongs to BMOp = BMOp(D)
if juj�p <1. Also we shall use the notation juj� = juj�1 and BMO = BMO1.

Let u be a di�erentiable function on a proper subdomain D of Rn. We say
that u belongs to the Bloch space � = �(D) on D if

juj� = sup
a2D

(dist(a; @D)jru(a)j) <1:

From this de�nitions and Lemma 2, it is easy to get the following result.

Theorem 1. Let u be a harmonic function in a proper subdomain D of Rn.

If u 2 BMO(D), then u 2 �(D) and

(2) juj� � (n+ 1)juj�:

Before we state Theorem 2, which gives a result in other direction, we will
make a few comments concerning previously obtained results in this area. Using
Jensen's inequality and Lemma 1 we get

Lemma 3. ( Muramoto [1]) if u is a harmonic function on the closed unit

ball B, then

jru(0)j2 � n2
Z
@B

juj2dS:

Using this result Muramoto in [1] proved that if u 2 BMO(B), then u 2 �(B) and

juj� � anjuj�2, where an =
p
n(n+ 2).
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Pavlovi�c in [3] improved this inequality and showed that an can be replaced
by
p
n+ 2. Since juj� � juj�2 the inequality (2) in Theorem 1 gives better estimates

in some cases. Note that our proof of Lemma 2 is simple and use only the mean-
value theorem and the divergence theorem.

Theorem 2. let D be a proper subdomain of Rn (n � 2) and let u be a

C1-function on D. If u 2 �(D), then u 2 BMO(D) and

(3) juj� � bnjuj�; where bn = 1 + 1=2 + � � �+ 1=n:

Remark. Pavlovi�c in [3] proved that if u is a harmonic function, then (3) holds

with the constant
p
2 of bn. Although the constant bn is the best possible in our

setting, it seems that the main contributions of Theorem 2 lies in the emphasizing
that the inclusion BMO � � holds at least for C1-function.

Proof. Let a 2 D; 0 � r < dist(a; @D) and x 2 Br(a). Then dist(x; @D) �
r � jx � aj. Without loss of generality we can suppose that a = 0. Next let

v(t) = u(tx); '(t) = tx; 0 � t � 1, and
!

x = '0(t) 2 TtxR
n. By the chain rule

v0(t) = u0(tx)(
!

x ).

Hence

(4) jv0(t)j � juj�jxj (r � jtxj)�1:
Let K = juj�. It follows from (4) that

(5) ju(x)� u(0)j �
1Z
0

jv0(t)dt � �K ln(1� jxj=r):

Hence, using polar coordinates,Z
B

ju0jdm � rK

 
1X
k=1

(1=k � 1=(k + n))

!

which proves the theorem.

Lindel�of theorem (see, for example, Theorem 8.4.1 of [4]) states: If bounded
holomorphic function f on the unit disc U has a limit along a continuous curve c
which terminates at a point a 2 @U; then f has non-tangential boundary value
at a.

Let h : U ! (��=2; �=2) be a harmonic function de�ned by h(z) = arg((1 +
z)(1 � z)�1). This example shows that Lindel�of theorem (for bounded harmonic
function) does not hold at 1.

Using the estimate obtained in the proof of Theorem 2, we can give a ver-
sion of Lindel�of{Chirka theorem (see Theorem 8.4.4 of [4]) for bounded harmonic
functions.

Let D be a proper subdomain of Rn. We shall use the notation d(x) =
dist(x; @D) for x 2 D.
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Theorem 3. Let u be bonded harmonic, or more generally u 2 �(D), and

let ; � : [0; 1) ! D be two continuous curves in D terminating at � 2 @D. If

u((t))! L when t! 1 and

d((t))�1dist(�(t); )! 0

when t! 1, then u has also limit L along the curve �.

Proof. For given t 2 [0; 1) choose a ~t 2 [0; 1) suchh that dist(�(t); ) =
j�(t) � (~t)j and let d((t)) = R(t). By Lemma 1, u 2 � and as in the proof of
Theorem 2, we conclude that

(6) ju((~t)� u(�(t))j � 2juj1j(t)� �(t)j[R(t)]�1n
if t is enough close to 1. Let tn be arbitrary sequence such that tn ! 1. We can
verify that ~tn ! 1. Hence, by (6), u(�(tn))! L as n!1.

Using Lemma 1 and the chain rule, one can prove the following result.

Proposition 1. Let D be a proper subdomain of Rn and g(x) = lnu(x),
where u is a positive harmonic function on D. Then g 2 BMO(D).

Recall if u is a positive harmonic function on Rn(n � 2), then u is a constant.
In the rest of the paper we shall use the notation from [2].

Proposition 2. Let u be C1-function on D satisfying the condition (h+K). If

u 2 BMO(D), then u 2 �(D).

Proof. Let a 2 D; B = Br(a) � D and 2� = r. Then the function v satis�es
(h2k), where v(x) = u(x)� uB ; x 2 D. Hence

rjru(a)j � 4Kjv(x0)j;
where x0 2 B� (a). Now, using an interesting result of Pavlovi�c (see Theorem 2 of
[2] we conclude that � satis�es (shC) on B� (x0) for a constant C depending only
on K and n. Since B� (x0) � Br(a), we get

rn+1jru(a)j � 4KC 2n
Z

B(a)

ju� uB jdm i.e. u 2 �:

Corollary. If a C1-function u on D satis�es the condition (h+K),then u 2
BMO(D) if and only if u 2 �(D).

Since every harmonic function u on D satis�es the condition (h+K), this result
can be viewed as a generalization of the corresponding results of Pavlovi�c [3] and
Muramoto [1].

We will make a few comments concerning further investigation.

It seems natural to consider the above estimates and results for hyperbolic -
harmonic (and more general) functions as well as Lindel�of type theorem for quasi-
regular functions.
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A version of the inequality (5), which was crucial in the proof of Theorem 2,
can be used to give the following generalization of Chirka's theorem (see Theorem
8.4.4 of [4]):

If u is a bounded function on the unit ball B � Rn, having radial limit L at
1 and if u is harmonic with respect to x2; . . . ; xn for every �xed x1 close enough to
1, then u has radial limit L along any special 1-curve in B. For de�nition of special
curve see [4].

The inequality (5) can be improved by using quasihyperbolic metric.

For applications of estimates of gradient on boundary behavior of holomorphic
function of several complex variables we refer to Stein's book [5]

We are indebted to professor M. Pavlovi�c for helpful comments.
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