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SOME CHARACTERIZATIONS OF ALMOST CONVERGENCE
FOR SINGLE AND DOUBLE SEQUENCES

F. Méricz and B. E. Rhoades

Abstract. At the 1985 Dubrovnik conference, D. Butkovic, H. Kraljevic, and N. Sarapa
showed that ac, the space of almost convergent sequences, is the intersection of the convergence
domains of the matrices obtained by shifting the rows of the Cesaro matrix. In this paper we show
that ac can be realized as the intersection of the convergence domains of another small class of
matrices. This result and the corresponding result of Butkovic, et al is then extended to almost
convergent double sequences.

In [4] the second author demonstrated that the set, ac, of almost convergent
sequences, can be obtained as the intersection of the convergence domains of a
certain class of matrices called “hump” matrices. In [1] the authors showed that ac
is the intersection of the convergence domains of a much smaller class of matrices
called, by them, generalized Cesaro matrices. In this paper we show that ac is the
intersection of another small class of matrices. This result, and the corresponding
theorem in [1] are then extended to almost convergent double sequences.

Let A be an infinite matrix of real or complex numbers, = an infinite se-
quence of real or complex numbers. The convergence domain of A, denoted by
c4, consists of all sequences z for which Zle anrxy is defined for each n, and
Ar = {Z;ozl ankzk} is a convergent sequence. We write the limit of Az, or the
A-limit of z, as imy ¢ = lim,, E:ozl anrZr, and A is called regular if imy 2 = limz
for each convergent sequence x. A sequence z is said to be almost convergent, with
limit ¢, if

1 ptn—1

lim — zp = t, p=0,1,2,...,

n—oo N k:p
uniformly in p. Lorentz [2] defined this concept and obtained necessary and suf-
ficient conditions for an infinite matrix to contain ac in its convergence domain.
These conditions are the standard Silverman-Toeplitz conditions for regularity plus
the condition lim,, z:ozl lank — an k41| = 0. Such mairices are called strongly reg-
ular.
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One of the best known strongly regular matrices is C, the Cesaro matrix of
order 1. C is a lower triangular matrix with entries ¢nx = (1/n), 1 < k < n. From
[1], a matrix A is called a generalized Cesaro matrix if it is obtained from C by

shifting rows. Let p: N — N. Then A is defined by
{ 1/n, if p(n) <k < p(n)+n,
Unk =

0, otherwise.

G is the set of all such matrices obtained by using all possible functions p.
The following result appears in [1].

THEOREM BSK. ac = (4¢¢ ca-

For each n € N define
k+n—1 k+n+1

an = inf — E z;, n_sup— E z;.

k>0

THEOREM 1. (i) {ayn} is nondecreasing, (ii) {8y~ } nonincreasing, (iii) an <
Bn for each n, and (iv) z € ac iff limy (B, — aye) = 0.

To prove (i),

1 E+2ntien
Qgnir = mi{'} CEs Z z;
i=k
1 1 k42m-1 1 E42ntiog
i=k j=k+2»

Z [Z"azn -+ 2"a2n] = Cl’zn.

n+1

Condition (ii) is proved in a similar manner, and (iii) is trivial.

To establish (iv), first observe that, from the definition of almost convergence,
z € ac iff lim, (8, — @,) = 0. Since z € ac implies lim, (8,» — a,») = 0, it remains
only to prove the converse.

Suppose hm‘D (ﬂy - azp) = 0. For each n choose p to satisfy 2F < n < 2¢P+1.
We may write n in a dyadic representation of the form n = Z n;2¢, where each
njisOorl,i=0,1,...,p—1, and n, = 1. Then

n+k-1
3"
i=k

k427 4n,_ 2P0

(T ]

i=k i=k42?

S|

v

1 1& L
;[Qpagp +2p~102p—1 +‘“+200’20] Z ;z;)nJQJCYJ,
ji=
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since each n; = 0,1, and hence

1 .
an > ;Znﬂ’azj.

Jj=0
Similarly,
1 .
d 9ig .
Bn < nznjz .3211
Jj=0
and thus

1
0< fn—an < ;Zonﬂf(ﬂzj - o).
=

Let B be the lower triangular matrix with nonzero entries b,; = nk2k/n. Then B
is regular matrix, so that lim, (ﬂzp - azp) = 0 implies lim, (8, — o) = 0.
Let A be a matrix such that there exists a p : N — N for which

{ 27", if p(n) < k < p(n) +2",
Ank = .
0, otherwise.

Let G denote the set of all such matrices for all such functions p.
COROLLARY. a¢ = [4¢g €4 = [14eq Ca-

From Theorem 1, for each A in G ¢4 contains ac, so ac C Naec ca- The proof
of the converse is similar to the corresponding proof of Theorem BSK of {1], and
is therefore omitted. The equality between the first and the third term constitute
the statement of Theorem BSK.

We now extend Theorem 1 and the Corollary to double sequences. Let = =
{zjx} 7,k = 1,2,..., be a double sequence, A = (a;-’}c") a doubly infinite matrix.
The A-means of z are defined by

[e e} [e o]
—_ mn
Ymn = E E ik Tiky

j=1lk=1

provided these exist in the sense of Pringsheim’s convergence; i.e.,
_ . mn

A sequence z is A-summable to the limit ¢ if the A-means exist for each
m,n=1,2,...; and limm n—co Ymn = ¢.

A is called bounded regular if every bounded convergent sequence z is A-
summable to the same limit, and the A-means are also bounded. Necessary and
sufficient conditions for a matrix to be bounded regular were obtained by Robison
[5] and are
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(i) _Z:Z{a;*;fzgc<oo (mn=12,...)

j=1k=1
(i) lim Y > alr=1
T T k=1
(iii) im Zl fa* =0 (k=1,2,...) and
3"_‘
(iv) mylrilr_r_’xooglaﬁ"} =0 (G=12...)

Clearly either (iii) or (iv) implies that limm noooal}® = 0 (j,k = 1,2,...). The
double Cesaro matrix has entries
mn_{l/mn, 1<ji<m1<k<n,

C; - .
ik 0, otherwise.

A shifted double Cesaro matrix, C®9 has entries

pagmn _. I/mn, p<j<p+mandg<k<qg+n,
ik Q, otherwise,

where p, ¢ may be any of the positive integers.

The application of C?9) to a sequence z is equivalent to applying C to the
shifted sequence {zjr}, i =p,p+1,..., k=q,g+1,.... If £ converges to ¢, then
the C®9) limit of z is also t; i.e.,

1 p+m—1g¢+m-1
lim — %~ }: Tk =t
J
mn—o0 MnN £
i=pr k=g

If this convergence is uniform with respect to p and ¢, then r is called almost
convergent, or acy. In a recent paper [3] the authors developed some properties of
almost convergent double sequences, including the following result.

THEOREM MR. A matriz A is strongly regular iff it is bounded regular and,
in addition, satisfies

oQ o0
() Sim 37 [Awal] =0,

j=lk=1

oo 00
(vi) m’lér_r}oo Z Z |Ao1af* =0,
j=1lk=1
where Amaﬁ" = a;’}c" - a;"*f‘lyk and Ama;’;c" = a;’}c" - a;?)‘,Z‘Jrr.
In [3] is was also shown that every acy sequence is bounded, even though
convergent double sequences need not be bounded. It was also shown that, if a
convergent double sequence is bounded, then it is almost convergent.
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A matrix A will be called generalized double Cesaro if there exists functons
p,q : N — N such that

W ar={

1/mn, p(m)<j<p(m)+mandg(n) <k<q(n)+n,
0, otherwise.

In other words, a generalized double Cesaro matrix is the result of shifting
the entries of a double Cesaro matrix given by the integer-valued functions p and
g. In principle it would be possible to consider two functions p(m, n) and g(m, n).
However, since the nonzero entries 1/mn separate, it is sufficient to consider the
shift functions separately as well.

Let ¢4 denote the set of bounded double sequences that are A-summable, and
let o denote the set of all generalized double Cesaro matrices.

THEOREM 2. acy = ﬂAecz ca.

Since each A in (75 is strongly regular, acs is contained in the intersection.

To prove the converse suppose there exists an z € ¢4 for every A in Ga, but
r ¢ acs.

We shall first show that limg ¢ = limpz for every z in the intersection.

Suppose that there were two matrices A and B in G, with limy z # limp z. Define
a matrix D by

T

{ aly' ifm=n (mod 2)
ik =

7ot ifm#n (mod 2).

Then D € Ga, but z ¢ cp, a contradiction. To complete the proof we shall
need the following result from [3].

LemMMA 1. A bounded double sequence z is not almost convergent iff there
ezist numberst and £ > 0 and four strictly increasing sequences of positive inlegers

{m.}, {n.}, {pr}, {¢-}, r=1,2,..., such that

1 PriZgtteetacst >t+e ifrisodd
— PORE

(2)

: <t—cg ifr is even.
I=pe k=g, - f

Now define a matrix A in G by (1), where

pr, m=m, forsomer=12 ...,
p(m) = :
otherwise;
gr, fm=n,forsomer=1,2 ..,
g(m) =

otherwise.

Then (2) shows that the A-limit of # does not exist, which is a contradiction.

The above proof, together with Lemma 1, serves to motivate introducing a
class G2 of generalized arithmetic means defined as follows: Let mn : N — N
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be strictly increasing functions and p,q : N — N arbitrary functions. Then A =
(afy) € G2 if

o, = { (m(r)n() ™", i p(r) < § < p(r) +m(r) and g(r) < k < g(r) +n(r),
7

0, otherwise.

In other words, the A-means

oo o0
=22 dGzin

j=1lk=1

form an ordinary sequence of arithmetic means over the rectangular grids

[p(r), p(r) + m(r) — 1] x [g(r), g(r) + n(r) = 1].

It then follows that
acy = ﬂ cqA = ﬂ ca.
AEG, AeG,

Now define

i+m-1l4n—1 i+m—~11l4n-1
amn_mf(mn Z; Z -"’»‘;z:) an—sup(mn Z; Z ‘”336)

3’
Then

max{azp-x,zq, G’zp,zq—-x } S Ci?pyzq, and min{ﬁz?"‘)?ﬁ 1827,2§-1 } 2 521"2‘1-

If2r <m< 2"“ and 2¢ < n < 29%! then, as in Theorem 1, with m =

Z?:Gmﬁ],n: k GnkQ each m;,n; = 0,1,

P g P g
1 . 1 X
k
Cmn > — E E m; 2 ny2 Olyi gk and Bpn < — E E mj?",nkaﬁ2j,2k.
j=0k=0 J=0k=0

Therefore
1 14 9
0 < Bmn — amn < “sz 2Jnk2 62’ 2k = a2j,2k)'

mn
j=0k=0

Suppose 1im; koo (5 g% — g5 gx) = 0. Fix an ¢ > 0 and choose po, go so that, for
P Z IC(), q 2 jOv ﬁgi”zq - a’z”,z" <E.

Then
1 Po-1¢go—1 P go—1 po-1 ¢ 4 q )
B am < (L LAY LAY LAY Y Jmimetx
j=0 k=0 j=pe k=0  j=0 k=¢ge¢ J=pok=go

1
X (,32;‘,2:‘ - O.’zj’zk) < %(290240,3“ +m2% 81, + n2P° By, + mns)
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< %ﬂu + %—q;-ﬂu + 22;,311 +¢ < 4e,
if p and q are large enough, and limp, n—co(Bmn — @mn) = 0.
Define A € G, if there exist functions p,q : N — N such that
[ 27™27™ i p(m) < j < p(m) + 27 and g(n) < k < q(n) +27,
Gk = { 0, otherwise.

Then the following result is true.
THEOREM 3. acy = ﬂAE@ ca.
LEMMA 2. Let y be a double sequence. Then the Pringsheim limit

(3) lim  ymn =t

m,n—oo

exists iff for all strictly increasing functions m,n : N — N the ordinary limat
(4) rll»r{.lo Ym(r)n(r) = t
exists.

Clearly (3) implies (4). To prove the converse, suppose the limit in (3) does
not exist. Then for every ¢ there exists an £ > 0 such that, for each N, there exist
integers m and n for which

(5) Iymn - tl > €.

For N = 1, denote the corresponding values of m and n for which (5) is true by
m(1), n(1), respectively. Pick N; = max{m(1),n(1)} + 1 and denote a pair of
values of m and n satisfying (5) by m(2), n(2), respectively. Continuing in this
way we obtain an infinite sequence of values {m(r), n(r)} for which (5) is true, and,
therefore, the limit in (4) does not exist.

Lemma 2 thus motivates the blending of the classes G and G in the following
way.

A matrix A € éz if there exist functions p,q,m,n : N — N, m and n strictly
increasing, such that

" { 27270 i p(r) < § < p(r) + 270 and g(r) <k < g(r) + 2707,
(ljk =

0, otherwise.

Then we have the following result.

THEOREM 4. acy = ﬂAeé cA.
2

Finally, we remark that, if the ordinary limits of {yr} exist, then the limits
must be the same, say ¢, and, for each A € G4, the limz = lim, y, =t is uniform.



68 Moéricz and Rhoades

REFERENCES

[1] D. Butkovi¢, H. Kraljevi¢ and N. Sarapa, On the almost convergence, Functional Analysis
(Dubrovnik, 1985) Springer Lecture Notes 1242 (1987), 396-417.

[2] G. G. Lorentz, A contribution to the theory of divergent series, Acta. Math. 80 (1948), 167~
190.

[3] F. Méricz and B. E. Rhoades, Almost convergence of double sequences and strong regularity
of summability matrices, Math. Proc. Cambridge Phil. Soc., 104 (1988), 283-294.

[4] B. E. Rhoades, Some applications of strong regularity to Markov-chains and fized point the-
orems, Approximation theory III, Academic Press, 1980, 736-740.

[5] G. M. Robison, Divergent double sequences and series, Trans. Amer. Math. Soc. 28 (1926),
50-73.

University of Szeged (Received 20 04 1989)
Bolyai Institute

Aradi Vertanuk Tere 1

6720 Szeged, Hungary

Indiana University
Department of Mathematics
Bloomington, IN 47405, U.S.A.



	061.tif
	062.tif
	063.tif
	064.tif
	065.tif
	066.tif
	067.tif
	068.tif

