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Abstract. Necessary and sufficient conditions are obtained such that all (positive) decreasing solutions of the equation (E) are slowly or regularly or rapidly varying functions in the sense of Karamata.

1. Introduction. The asymptotic integration of the equation

\[ y'' - f(x)y = 0 \]

has been studied in a very large number of papers (cf. e.g. [7, Chs. X and XI] or [5, Ch. IV]). In that, very different hypotheses on \( f(x) \) are used to obtain results which vary not only in methods of proof but also in the statements pertinent to the form and the rate of increase (decrease) of the relevant asymptotic solutions. These hypotheses (in terms of analysis) run from certain smoothness properties of \( f(x) \) (e.g. concerning \( f''(x) \)) to integrability. As an illustration we quote a few known results (formulated here for positive \( f(x) \) and for decreasing solutions only).

1. [5, Ch. IV, Th. 14]. If

\[ \int_a^\infty |f^{-3/2} f''| \, dt < \infty \]

then (E) has a solution \( y(x) \) such that for \( x \to \infty \)

\[ y(x) \sim f^{-1/4}(x) \exp \left( -\int_a^x f^{1/2} \, dt \right), \quad -y'(x) \sim f^{1/4}(x) \exp \left( -\int_a^x f^{1/2} \, dt \right). \]

2. [7, Ch. XI, Ex. 9.9.b]

If for some \( p \in [1, 2] \)

\[ \int_a^\infty t^{2p-1} f^p \, dt < \infty \]
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then (E) has a solution \( y(x) \) such that for \( x \to \infty \)

\[
y(x) \sim \exp \left( -\int_a^x t f dt \right), \quad y'(x)/y(x) = o(1/x).
\]

3. [10, Satz 23]
If for some \( \alpha > 0 \)

\[
\int_a^\infty t|f - \alpha/t^2| dt < \infty
\]
then (E) has a solution \( y(x) \) such that for \( x \to \infty \)

\[
y(x) \sim x^\beta, \quad y' \sim \beta x^{\beta - 1}
\]
where \( \beta \) is the negative root of the equation \( r^2 - 1 = \alpha \).

4. [3, Ch. 6, Th. 12]. Let \( f(x) = 1 + \varphi(x), \varphi(x) \to 0 \) as \( x \to \infty \) and

\[
\int_a^\infty \varphi^2 dt < \infty
\]
then (E) has a solution \( y(x) \) such that for \( x \to \infty \)

\[
y(x) \sim \exp \left( -x - \frac{1}{2} \int_a^x \varphi dt \right).
\]

In the present paper we assume that \( f(x) \) is positive and continuous on the positive half-axis and give a classification of (e.g. positive, decreasing) solutions of (E) by showing that the set of all such solutions can be split into three disjoint subsets whose elements are functions belonging to classes that strongly differ among each other. This indicates, on one hand, why one has such a variety of hypotheses on \( f(x) \) and of statements concerning asymptotics of solutions, but on the other hand, shows that there are only three essentially different groups of these which are mutually exclusive (which is not quite clear from the results quoted above).

Necessary and sufficient conditions for such a trichotomy are expressed in terms of limits, for \( x \to \infty \), of

\[
x \int_x^\infty f(t) dt \quad \text{or} \quad x \int_x^{kx} f(t) dt, \quad k > 1.
\]

The classes to which solutions belong consist of various forms of Karamata's functions as specified below. A good insight into the nature of solutions and many of their properties are then a direct consequence of the general theory of such functions, rather than of their specific asymptotic form. Moreover, this opens a possibility, in two of three mentioned cases, to obtain the asymptotic behaviour of solutions for \( f(x) \) not covered by the known results. This will be done in a subsequent paper.

We shall first present definitions of Karamata's functions and the needed properties of these.
Definition 1. [8]. A positive measurable function $L(x)$ defined on $(a, \infty)$ is said to be slowly varying (s.v.) at infinity if for all $\lambda > 0$

\[(1)\quad L(\lambda x)/L(x) \to 1, \quad \text{as } x \to \infty.\]

Definition 2. [8]. The function $f(x) = x^\alpha L(x)$, $\alpha$ real, is said to be regularly varying at infinity of index $\alpha$.

Definition 3. [2]. A positive measurable function $g$ defined on $(a, \infty)$ is said to be rapidly varying if for all $\lambda > 1$

\[(2)\quad g(\lambda x)/g(x) \to 0 \quad \text{(or } \infty) \quad \text{as } x \to \infty.\]

We summarize the properties of the above functions which will be needed in the sequel. (Cf. [4] or [6] or [12]):

1° The representation theorem for slowly varying functions. A function $L(x)$ is s.v. (at $\infty$) if and only if it can be written in the form

\[(3)\quad L(x) = c(x) \exp \left( - \int_a^x (c(t)/t) \, dt \right)\]

for some $a > 0$, where, as $x \to \infty$, $c(x) \to c > 0$, $c(t)$ is measurable and tends to zero. If in particular, in (3), $c(x) = c$, then $L(x)$ is called a normalized s.v.f. and is denoted by $L_0(x)$. For these $\varepsilon(x) = xL'(x)/L(x) \to 0$, as $x \to \infty$. Conversely, given a continuously differentiable function $L(x)$ such that $xL'(x)/L(x) \to 0$, as $x \to \infty$, then $L(x)$ is a normalized s.v.f., i.e. $L(x) = L_0(x)$. This class will show itself in the sequel to play a particular role for solutions of equation (E).

2° For any $\varepsilon > 0$ one has for $x \to \infty$

\[x^\varepsilon L(x) \to \infty, \quad x^{-\varepsilon} L(x) \to 0.\]

Lemma 1 [1]. If $L'(x)$ decreases then $xL'(x)/L(x) \to 0$, as $x \to \infty$. In other words: any convex decreasing s.v.f. is a normalized one.

Lemma 2 [6, Prop. 1.7] If $f(x) = x^{-\alpha} L(x)$, $\alpha > 0$ and $f(x) = \int_x^\infty \psi(t) \, dt$ with $\psi$ nonincreasing, then $-xf'(x)/f(x) \to -\alpha$, as $x \to \infty$.

Lemma 3. For any rapidly varying function $g(x)$ which tends to zero for $x \to \infty$ and $g'(x)$ increases one has

\[(4)\quad -xg'(x)/g(x) \to \infty, \quad \text{as } x \to \infty.\]

Conversely, if a continuously differentiable function $g(x)$ satisfies (4), then it is rapidly varying.

Remark. It follows from the proof of the direct statement that if $g(x)$ is rapidly varying only for a sequence $\{x_i\}$ tending to infinity with $i$, i.e. if for all $\lambda > 1$, $g(\lambda x_i)/g(x_i) \to 0$, then (4) remains valid for $x = x_i$. 
Proof. Since $-g'(x)$ decreases one has for all $\lambda > 1$ and some $\xi \in (x, \lambda x)$
\[-g(\lambda x) + g(x) = -(\lambda - 1)xg'(\xi) \leq -(\lambda - 1)g'(x)\]
and so
\[-xg'(x)/g(x) \geq \{1 - g(\lambda x)/g(x)\}/(\lambda - 1).\]
But $\lambda > 1$ is independent of $x$ and can be chosen arbitrarily close to 1. Hence, due
to (2) the statement (4) follows. The converse is obvious: By integrating (4) over
$(a, x)$ one gets
\[g(x) = g(a) \exp \left( - \int_a^x (\eta(t)/t) \, dt \right), \quad \text{where } \eta(x) \to \infty.\]
Hence, for any $\lambda > 1$
\[g(\lambda x)/g(x) = \exp \left( - \int_x^{\lambda x} (\eta(t)/t) \, dt \right) = \exp(-\eta(\xi) \ln \lambda), \quad x \leq \xi \leq \lambda x.\]
Consequently $g(\lambda x)/g(x) \to 0$, as $x \to \infty$, and $g(x)$ is rapidly varying according to
Definition 3.

We refer to slowly, regularly and rapidly varying functions as to Karamata’s
functions.

2. Results. We prove the following

Theorem. i) All (positive) decreasing solutions $y(x)$ of the equation (E)
are: a) slowly varying functions, b) regularly varying functions of index $-\alpha = (1 - (1 + 4c)^{1/2})/2$, if and only if, for $x \to \infty$,

\[(5) \quad a) \quad x \int_x^\infty f(t) \, dt \to 0, \quad b) \quad x \int_x^\infty f(t) \, dt \to c, \quad c \in (0, \infty)\]

and the solutions $y(x)$ are of the form $y(x) = L_0(x)$, in case a) and $y(x) = x^{-\alpha}L_0(x)$ in case b).

ii) All (positive) decreasing solutions $y(x)$ of (E) are rapidly varying functions if and only if, for all $k > 1$ and $x \to \infty$,

\[(5') \quad x \int_x^{kx} f(t) \, dt \to \infty,\]

where the occurring integral may converge or diverge.

Remark. Conditions (5) and (5') are in particular fulfilled if $x^2 f(x) \to c$ as
$x \to \infty$, $0 \leq c \leq \infty$. For that case, the sufficiency part of Theorem 1 is proved in
[9] (Cf also [11]).

Proof. i) a) Necessity. Let $y(x) = L(x)$ where $L(x)$ is s.v. Then, since $y(x)$ is
convex, $L(x)$ is, due to Lemma 1, the normalized s.v.f., i.e. $L_0(x)$, and hence there
holds for $x \to \infty$,

\[(6) \quad xL'/L_0 \to 0.\]
Also, since $L''_0/L_0 \equiv (L' _0/L_0)'+(L'_0/L_0)^2$, the equation (E) becomes

$$(L'_0/L_0)' + (L'_0/L_0)^2 = f(x),$$

or by integrating over $(x, \infty)$ and multiplying throughout by $x$,

$$-xL'_0/L_0 + x \int_x^\infty (tL'_0/L_0)^2 t^{-2} dt = x \int_x^\infty f(t) dt.$$ 

Now, because of (6), both integrals converge. Moreover the left-hand side and hence the right-hand one of the above identity tends to zero as $x \to \infty$, q.e.d.

**Sufficiency.** By integrating both sides of (E) over $(x, \infty)$ and since $y(x)$ is decreasing and such that $y'(x) \to 0$, as $x \to \infty$, one has, observing the condition (5), a),

$$-xy'/y = x \int_x^\xi f(t) dt = \varepsilon(x)$$

with $\varepsilon(x) \to 0$, as $x \to \infty$. Hence $y(x) = k \exp(-\int_a^x (\varepsilon(t)/t) dt)$ and so, by Representation theorem, $y(x) = L_0(x)$.

i) b) **Necessity.** Assume $y(x) = x^{-\alpha} L(x)$; this implies

$$(7) \quad y'/y + \alpha/x = L'/L,$$

and by Lemma 2 one has $xL'/L \to 0$, as $x \to \infty$, so that $L(x) = L_0(x)$. By using the identity $y''/y \equiv (y'/y)' + (y'/y)^2$ to replace $y''/y$ in (E) and by integrating both sides of the obtained equation over $(x, \infty)$, one has

$$(8) \quad -xy'/y + x \int_x^\infty (ty'/y)^2 t^{-2} dt = x \int_x^\infty f(t) dt.$$ 

The convergence of the integrals follows from (7).

Finally, by substituting $y'/y$ from (7) into (8), one obtains for $x \to \infty$, because of (6),

$$\alpha + \alpha^2 + o(1) = x \int_x^\infty f(t) dt,$$

which gives condition (5), b) with $\alpha + \alpha^2 = c$.

**Sufficiency.** We shall show that if (5), b) holds, then for $x \to \infty$

$$(9) \quad -xy'/y \to \alpha, \quad \text{where } \alpha = ((1 + 4c)^{1/2} - 1)/2;$$

in other words, $y(x) = x^{-\alpha} L_0(x)$. To that end put into (E)

$$(10) \quad y(x) = k \exp \left(-\int_a^x (\alpha + \eta(t)) t^{-1} dt \right)$$

where $k > 0$ and the positive real number $\alpha$ is chosen to satisfy

$$(11) \quad \alpha^2 + \alpha = c.$$
By the substitution (10) one concludes that the function \( \eta(x) = -xy'/y - \alpha \) satisfies the equation
\[
(\alpha + \eta)^2/x^2 - (x\eta' - (\alpha + \eta))/x^2 = f(x).
\]
Furthermore, from (E) it follows that
\[
0 < -xy'/y \leq x \int_x^\infty f(t) \, dt,
\]
so that because of (5), (b) \( \eta(t) \) is also bounded and by definition of \( \eta(x) \)
\[
\alpha + \eta(x) > 0,
\]
y\( (x) \) being decreasing.

By integrating both sides of (12) over \((x, \infty)\), multiplying by \(x\) and using the condition (5), (b), one obtains
\[
x \int_x^\infty (\alpha + \eta)^2t^{-2} \, dt - x \int_x^\infty (t\eta' - (\alpha + \eta))t^{-2} \, dt = c + \varepsilon(x)
\]
where \( \varepsilon(x) \to 0 \), as \( x \to \infty \). All occurring integrals are convergent due to boundedness of \( \eta(t) \). By partial integration of the term of (14) containing \( \eta'(t) \) and observing (11), the equality (14) is reduced to
\[
x \int_x^\infty (2\alpha + \eta)\eta't^{-2} \, dt + \eta(x) = \varepsilon(x).
\]
Due to (13), the factor \( 2\alpha + \eta \) is ultimately positive so that the sign of the left-hand side of (15) depends on the sign of \( \eta \) only. Consequently, one concludes from (15), using the mean-value theorem, that
\[
\eta(\xi)(2\alpha + \eta(\xi)) + \eta(x) = \varepsilon(x), \quad \text{where } \xi \geq x.
\]
Therefore, if \( \eta(x) \) is ultimately of constant sign, it tends to zero as \( x \to \infty \), since \( \varepsilon(x) \) does. If, on the other hand, \( \eta(x) \) has infinitely many zeros \( x_i^0 \), denote by \( x_i \) the closest point preceding \( x_i^0 \), \( i = 1, 2, \ldots \), in which \( \eta(x) \) possesses a maximum, integrate both sides of (12) over \((x_i, x_i^0)\) and then multiply throughout by \( x_i \). This leads to
\[
x_i \int_{x_i}^{x_i^0} (\alpha + \eta)^2t^{-2} \, dt - x_i \int_{x_i}^{x_i^0} (t\eta' - (\alpha + \eta))t^{-2} \, dt = x_i \int_{x_i}^{x_i^0} f(t) \, dt.
\]
Now, in the left-hand side of (16) integrate partially the term \( \int(\eta'/t) \, dt \) and use the mean value theorem as in the previous case. In addition, write the right-hand side as
\[
x_i \int_{x_i}^{x_i^0} f(t) \, dt = c(1/x_i - 1/x_i^0) - \varepsilon(x_i^0)x_i/x_i^0 + \varepsilon(x_i),
\]
which is a direct consequence of (5) written as \( \int_{x_i}^{\infty} f(t) \, dt = (c + \varepsilon(x_i))x_i^{-1} \). Thus, observing also (11), the equation (16) is reduced to
\[
(2\alpha + \eta(\xi))\eta(\xi)\{1 - x_i/x_i^0\} + \eta(x_i) = \varepsilon(x_i) - \varepsilon(x_i^0)x_i/x_i^0, \quad x_i \leq \xi \leq x_i^0.
\]
Since the right-hand side of the above equality tends to zero, the same is true for the left-hand one. But all its terms are positive so that the sequence of maxima \( \eta(x_i) \) tends to zero (and similarly the sequence of minima). Consequently \( \eta(x) \to 0 \), as \( x \to \infty \). Hence (10) becomes \( y(x) = x^{-\alpha} L_0(x) \) with \( L_0(x) = k \exp\left(-\int_a^x \eta(t) t^{-1} dt \right) \), and \( y(x) \) is regularly varying of index \(-\alpha\), q.e.d.

ii) Necessity. Let \( y(x) \) be rapidly varying. First observe that there is no sequence \( \{x_i\} \) tending to infinity with \( i \) and such that for \( x = x_i \) and \( x_i \to \infty \),
\[
y'(x) \sim y'(\lambda x) \quad \text{for all } \lambda > 1.
\]
Otherwise, because of the continuity and monotonicity of \( y'(x) \) and since (17) holds for any fixed \( \lambda \), it holds also for any \( \xi_i \in (x_i, \lambda x_i) \). Then, one can extend \( y'(x) \) into a continuous monotone function \( \tilde{y}'(x) \) defined for all, sufficiently large, values of \( x \) such that there holds \( \tilde{y}'(x) \sim y'(\lambda x) \), as \( x \to \infty \) and \( \tilde{y}'(x) = y'(x) \) for \( x \in (x_i, \lambda x_i) \). Hence by Definition 1, \( \tilde{y}'(x) \) is s.v. and in intervals \( (x_i, \lambda x_i) \) coincides with \( y'(x) \). But, since \( y(x) \to 0 \), as \( x \to \infty \) and since \(-y'(x)\) decreases, one has for \( x = x_i \),
\[
-y'(\lambda x) \lambda x (\lambda - 1)/\lambda \leq -y'\left(\xi_i\right) x = -\int_x^{x_i} y'(t) \, dt
\]
\[
= y(x) - y(\lambda x) = o(1), \quad x \to \infty.
\]
Hence \(-y'(\lambda x) \lambda x \to 0 \) as \( x \to \infty \) which is impossible since \( y'(x) \) coincides on \( (x_i, \lambda x_i) \) with the slowly varying function \( \tilde{y}'(x) \) for which there holds \( x \tilde{y}'(x) \to \infty \), as \( x \to \infty \), by virtue of the property \( 2^0 \) of the Introduction.

Further by (E) and since \( y(x) \) decreases
\[
-y'(x) \{1 - y'(\lambda x)/y'(x)\} \leq y(x) \int_x^{x_i} f(t) \, dt.
\]
Therefore, since (17) cannot hold, there exists a constant \( k > 0 \) such that
\[
-k x y'(x)/y(x) \leq x \int_x^{x_i} f(t) \, dt.
\]
Hence, by the direct part of Lemma 3 the condition (5') follows.

Sufficiency. We shall show for any sequence \( \{x_i\} \) tending to infinity with \( i \), for which (5') holds, one has for \( x_i \to \infty \), \( y(x_i)/y(\lambda x_i) \to \infty \) so that \( y(x) \) is rapidly varying according to Definition 3.

Consider the function
\[
\varphi(x) = -x y'(x)/y(x)
\]
which is continuous, positive and defined for all \( x \). Let \( \{x_i\} \) be any sequence for which (5') holds; then none of these is such that \( \varphi(x_i) \to 0 \), \( x_i \to \infty \). If, on the contrary, for \( x_i \to \infty \)
\[
\varphi(x_i) = x_i y'(x_i)/y(x_i) \to 0, \quad x_i y'(\lambda x_i)/y(\lambda x_i) \to 0, \quad \lambda \geq 1
\]
one has for any $\delta > 0$

$$0 < \left\{ y(x_i) - y(x_i + \delta x_i) \right\} / y(x_i) \to 0$$

and so as $x_i \to \infty$,

$$y(x_i + \delta x_i) / y(x_i) = y(\lambda x_i) / y(x_i) \to 1,$$

But, from (19) and since

$$y'(\lambda x_i) - y'(x_i) \geq y(\lambda x_i) \int_{x_i}^{\lambda x_i} f(t) \, dt$$

one obtains, for some $k > 0$

$$-x_iy'(x_i) / y(x_i) \geq k x_i \int_{x_i}^{\lambda x_i} f(t) \, dt.$$

Hence (18) cannot hold since the right-hand side of the above inequality tends to infinity because of (5'). The sequence $\varphi(x_i)$ is defined for all $x_i$ satisfying (5').

Since, by the above consideration, those $x_i$ for which $\varphi(x_i) \to 0$, are excluded, we are left with the two remaining possibilities: $\overline{\lim} \varphi_i = m > 0$ and $\underline{\lim} \varphi_i \leq \infty$; here $\varphi_i = \varphi(x_i)$.

We next consider the following two separate cases:

(a) For a sequence $\{x_i\}$ there holds for any fixed $\lambda \geq 1$

$$\varphi(x_i) = -x_i y'(\lambda x_i) / y(\lambda x_i) \to \infty$$

(b) $\varphi(x_i) = -x_i y'(\lambda x_i) / y(\lambda x_i) \leq k < \infty$ for some $k > 0$.

In the case a) one has for some $\delta > 0$ and some $\xi_i$ such that $x_i < \xi_i < x_i + \delta x_i$,

$$\left\{ y(x_i) - y(x_i + \delta x_i) \right\} / y(x_i + \delta x_i) = -\delta x_i y'(\xi_i) / y(x_i + \delta x_i) \geq -\delta x_i y'(x_i + \delta x_i) / y(x_i + \delta x_i);$$

hence, because of a),

$$y(x_i) / y(x_i + \delta x_i) - 1 \geq -\delta x_i y'(x_i + \delta x_i) / y(x_i + \delta x_i) \to \infty,$$

and so

$$y(x_i) / y(\lambda x_i) \to \infty \quad \text{as} \quad x_i \to \infty \quad \text{and} \quad \delta + 1 = \lambda$$

In the case b), using also the fact that (17) cannot hold one obtains

$$y(\lambda x_i) \int_{x_i}^{\lambda x_i} f(t) \, dt \leq \int_{x_i}^{\lambda x_i} y(t) f(t) \, dt = \int_{x_i}^{\lambda x_i} y''(t) \, dt = y'(\lambda x_i) - y'(x_i) \leq -k_1 y'(x_i) \leq k_2 y(x_i) / x_i,$$

$$0 < k_1 \leq 1, \quad 0 < k_2 < \infty.$$ Consequently, due to (5')

$$y(x_i) / y(\lambda x_i) \geq k_3 x_i \int_{x_i}^{\lambda x_i} f(t) \, dt \to \infty, \quad \text{as} \quad x_i \to \infty.$$
To complete the proof suppose that there exists a sequence \( \{x_i\} \), \( x_i \to \infty \), such that \( y(x_i)/y(\lambda x_i) \) does not tend to infinity with \( x_i \). Then there exists a subsequence (denoted again by \( \{x_i\} \) for convenience) such that for some \( \tilde{k} > 0 \)

\[
1 < y(x_i)/y(\lambda x_i) < \tilde{k} < \infty.
\]

Now, for \( \varphi(x_i) \) where the sequence \( \{x_i\} \) satisfies (20), one has either, for some \( \tilde{k} > 0 \), \( \lim \varphi(x_i) < \tilde{k} < \infty \), or \( \lim \varphi(x_i) = \infty \). Hence, one can find a subsequence \( \{x_i'\} \) of the sequence \( \{x_i\} \) such that \( 0 < k_1 < \varphi(x_i') < k_2 < \infty \) or such that \( \varphi(x_i') \to \infty \). As shown above, in both cases \( y(x_i')/y(\lambda x_i') \) as \( x_i \to \infty \), in the first one because of b) and in the second one because of a). But this is impossible because of (20), \( \{x_i'\} \) being a subsequence of \( \{x_i\} \). Hence (20) cannot hold and so \( y(x_i)/y(\lambda x_i) \to \infty \) as \( x_i \to \infty \) for any sequence \( \{x_i\} \).
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