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BRANCHING EXTENT AND SPECTRA OF TREES

Mi losz Michalski

Summary. Following the concepts of Ruch and Gutman [7] we discuss possible connections
between branching extent and spectra of trees. It is suggested to what extent relations between
spectra re
ect partial ordering of trees according to their branching. We show how branching
can be measured by certain coeÆcients of characteristic polynomial of a tree. The second part of
the paper is devoted to the problem of constructing trees with a �xed measure of branching. A
non-polynomial time algorithm is developed and its acceptably good performance in the majority
of cases is documented by sample computation results.

1. Introduction. In [7] Ruch and Gutman introduced partial ordering of
graphs according to the \degree of branching". The starting point of their investi-
gation is the idea of a partial order (shortly PO) relation de�ned
on the set of Young diagrams of a �xed order [6]. A Young diagram
of order n is a pictorial representation of a partition of the integer
n � 1, say n1 + n2 + � � � + nk = n, satisfying n1 � n2 � . . .nk � 1.
The �gure shows the Young diagram of order 10 corresponding to
the partition 4+2+2+1+1. A diagram can be described by its row

 = hr1; . . . ; rki or, equivalently, column 
 = hc1; . . . ; cli partition
of, \boxes" (in our example it is (4; 2; 2; 1; 1) or h5; 3; 1; 1i; angle
brackets are used to distinguish the latter case). For a diagram 

we de�ne its row and column partial sums by

Rt(
) =
tX

i=1

ri and Ct(
) =
tX

i=1

cj ; t = 1; 2; . . .

For i > k, j > l we assume ri = cj = 0. Given two diagrams 
 and Æ of the same
order we cay that 
 is greater than Æ, denoted by 
 � Æ i�

8t � 1 Rt(
) � Rt(Æ)

(or equivalently Ct(
) � Ct(Æ)). \�" is the PO mentioned above. By introducing
the following operations


 u 
0 = 
̂ i� Rt(
̂) = minfRt(
); Rt(

0)g


 t 
0 = �
 i� Ct(�
) = minfCt(
); Ct(

0)g
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one obtains diagram lattice, [6]. We denote it by �Ln being the order of diagrams.

Let �m be the class of all simple graphs with m edges and without isolated
vertices. Let G;H 2 �m and let V (G) � fv1; . . . ; vkg, V (H) = fw1; . . . ; wig be
their vertex sets ordered according to the valency, d(v1) � � � � � d(vk) and d(w1) �
� � � � d(wi). We say that G is more branched than H , denoted by G � H , i�

8t � 1

tX
i=1

d(vi) �

tX
i=1

d(wi)

Now let � be the equivalence relation on �m de�ned by G � H i� G � H and
H � G (i.e. G and H have the same valency sequences). Then �Gm = (�m;�)= �
is isomorphic bein subset (not a sublattice in general) of CL2m, the equivalence
classes of � being in correspondence with diagrams formed by vertex degrees. Since
not all partitions of 2m are graphic (i.e. not all of them are degree sequences of
simple graphs) the subset mentioned above is proper for details see [7]). However,
if we restrict �m (m � 2) to the class of trees only, denoted by �m, we can map
�Im = (�m;�)= � isomorphically onto the full lattice �Lm�1.

Lemma 1. �Im �= �Lm�1.

Proof. Let [T ] 2 �Im and let d(v1) � � � � � d(vk) > d(vk+1) = � � � = d(vm+1) =
1 be the degree sequence of T . We de�ne the mapping ' : �Im ! �Lm�1 by '([T ]) =
(d(v1) � 1; . . . ; d(vk) � 1). Clearly ' is \1 { 1" and also \onto" since for any

 = (r1; . . . ; rk) 2 �Lm�1 the degree sequence

r1 + 1; . . . ; rk + 1; 1; . . . ; 1| {z }
m�k+1 times

can be realized as a tree with m edges. Moreover it can be easily veri�ed that

8[T1]; [T2] 2 �Im[T1] � [T2] i� '([T1]) � '([T2])

and thus ' is an isomorphism. �

In the present paper we deal with the problem of how far spectra of trees
re
ect their branching. The spectrum of a graph G, Sp(G), is the nonincreasing
sequence of the eigenvalues of the adjacency matrix A(G) of G, [2]. By Sp2(G) we
mean the nonincreasing sequence of squared elements of Sp(G), i.e. the eigenvalues
of A2(G). Any set of (not necessarily integer) partitions of a �xed number q can
be partially ordered similarly as Young diagrams are [5], i.e. if x = (x1 � � � � � xk)

y = (y1 � � � � � yl),
P

xi =
P

yi = q, then x � y i� 8t � 1
Pt

i=1 xi �
Pt

i=1 yi.
Let G be a graph with a degree sequence d(G) = (d(v1) � � � � � d(vn)). It is a well
known fact form the matrix theory, [5], that Sp2(G) � d(G). Moreover, as it has
been reported by several authors, for example [3], [4], the increase of branching
is usually connected with the increase of the largest eigenvalue of a graph, which
has been used succesfully in the �eld of quantum chemistry. However, for G;H 2
�m, the relation G � H implies neither Sp2(G) � Sp(H) nor Sp(G) � Sp(H)
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in general. The same concerns trees. In spite of this, we could still formulate
the question whether it is possible to embed �Im isomorphically into the PO set
S = (fSp2(T ) : T 2 �mg;�) in such a way that if '([T ]) = Sp2(T 0) then T 0 2 [T ],
' being the embedding. The inspection of the tables of tree spectra shows that it is
not so, at least for m = 7; 8; 9, while the weaker request of homomorphic embedding
is ful�llable. However, general answers for both cases need formal proofs. Presently
we shall establish a bit humbler result that connects tree spectra and the branching.

II. Spectra of trees and quantitative characterization of branching.

Every measurement of branching extent according to some numerical scale corre-
sponds to a homomorphic mapping of the diagram lattice into real numbers. Unfor-
tunately all such mappings image incomparable diagrams as comparable values. It
means, in particular, that more branched graphs would always be assigned greater
(or smaller) values of the function used for measuring but, in general, not converse-
ly. Formally, 8
; 
0 2 �Ln 
 � 
0, 
 6= 
0 ) f(
) > f(
0) (or f(
) < f(
0)), f being
the measuring function. Presently we introduce a homomorphism b : �Ln ! R that
will be related to some spectral characteristics of n+ 2 | vertex trees represented
by diagrams of �Ln.

Let 
 = (r1; . . . ; rk) 2 �Ln and set si =
Pk

j=1 rj = n � Ri�1(
), i = 2; . . . ; k.
Then

b(
)
def
==

k�1X
i=1

risi+1

Lemma 2. 8
; Æ 2 �Ln 
 � Æ; 
 6= Æ ) b(
) < b(Æ)

Proof. Observe that 
 � Æ means that 
 can be obtained from Æ by moving
boxes exclusively upward, i.e. from shorter rows to longer or equal ones. Thus,
it is suÆcient to consider Æ = (r1; . . . ; ri; . . . ; rj ; . . . ; rk) and Æ+ = (r1; . . . ; ri +
1; . . . ; rj � 1; . . . ; rk), Æ+ � Æ, for which we have

b(Æ+) = b(Æ) + rj � ri � 1 < b(Æ)

since rj � ri for j > i. �

Given T 2 �n�1, we consider its characteristic polynomial

(2.1) PT (�) = det(�I �A(T )) =

nX
i=0

ai�
n�1

Due to the well known \coeÆcients theorem" [2, theorem 1.3, p. 32) the coeÆcients
ai of (2.1) are strictly related to the number of subgraphs of T composed of several
disjoint copies of K2. In particular, a4 is equal to the number of pairs of disjoint
edges contained in T .

Theorem 1. Let T 2 �n�1, PT =
Pn

i=0 ai�
n�i, and let 
T = (d1; . . . ; dk) 2

�Ln�2 be the diagram representing T . Then b(
T ) = a4.

Proof. To prove the theorem we have to count the number of pairs of disjoint
edges in a tree T with the degree sequence d(vi) = di +1, i = 1; . . . ; n, where di = 0
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for i > k. Any �xed edge fx; yg of T combined into pairs with others contributes
the quantity n� d(x)� d(y) to the value of a4. By summation over all edges of T ,
where all the pairs are counted twice, we obtain

2a4 = (n� 1)n�

nX
i=1

d(vi)
2 = (n� 2)2 �

nX
i=1

(d(vi) � 1)2 =

= (n� 2)2 �

kX
i=1

d2i =

 
kX
i=1

di

!
�

kX
i=1

d2i = 2

k�1X
i=1

kX
j=i+1

didj = 2b(
T ): �

Note 1. Let T 2 �n�1, A = A(T ) and �i 2 Sp(T ) i = 1; . . . ; n. We have

TrA4 =
nX
i=1

�4i = 2(n� 1)2 � 4a4

and hence

(
T ) =
1

2
(n� 1)2 �

1

4

nX
i=1

�4i

where 
z 2 �Ln�2 represents T . Thus
P

�4i can be used as a measure of branching
as well.

Note 2. Other coeÆcients ai of PT are not as useful as a4 for characterization
of branching. In particular, ai = 0 for i odd, a2 = n� 1 for all T 2 �n�1 and each
of a2;i, i > 2, usually takes distinct values for di�erent trees with identical degree
sequences. However, if for each diagram (degree sequence) a unique cannonical tree
realization C is considered (as for example ordered caterpillar), one obtains for a
�xed i > 4: 
C � 
C0 , 
C 6= 
C0 ) ai � a0i (or ai � a0i), where ai and a0i are the
i-th coeÆcients of PC and PC0 , respectively, and the greater i is the more often the
equality holds.

Note 3. If G is an arbitrary multigraph with m edges, none of which is a loop,
then the same argumentation as in the proof of theorem 1 shows the number of
pairs of disjoint edges in G to be equal to [m(m+1)�

P
i d(vi)

2]. This quantity, as
well as

P
d(vi)

2, can be used as a measure of branching. It is not simple, however,
to employ any spectral characteristics of G in this context, since the number of
cycles of appropriate length is also incorporated in each coeÆcient ai of PG.

III. Construction of trees with a �xed branching. For an exhaustive
study of a branching homomorphism f : �Ln ! R it may be necessary to �nd
the reverse (in general multivalued) function f�1. In our case the problem of
determining the values of b�1 is equivalent to the one of solving the system of
equations

(3.1)

nX
i=1

ri = n

nX
i=1

r2i = c
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in nonnegative integers with additional condition r1 � � � � � rn � 0, where r0is
are the searched components of a diagram 
 2 �Ln and c = n2 � 2b(
), (n; b(
)
given). One can also regard it as a problem of tree reconstruction from certain
limited amount of spectral information. Actually we search only for possible degree
sequences rather than for trees themselves, but once the degree sequence is known,
one can easily �nd all the corresponding trees by means of constrained switching
construction (see [1], [8]). In general, even if the whole spectrum of a tree is known,
one cannot �nd the unique valency sequence since there are many cospectral and
nonisomorphic trees, [2].

Lemma 3. Let 
 = (r1; . . . ; rk) 2 �Lk and c = n2 � 2b(
). Then the following

inequalities hold

(3.2) c=n + � � r1 � 1=2 +
p
c� n + 1=4

where � = �(c; n; r1) � 0.

Proof. Consider two diagrams �; � 2 �Ln, � = (p; 1; . . . ; 1), � = (q; . . . ; q; s)
s = n mod q, where the numbers p and q are chosen so that

(3.3) b(�) � b(
) � b(�)

Since � = uf� 2 �Ln : � = (x1; . . . ; xk); x1 � pg

� = tf� 2 �Ln : � = (x1; . . . ; xk); x1 � qg

then we have q � r1 � p. Therefore we have to minimize p and maximize q subject
to (3.3). We have n2 � 2b(a) = p2 + n � p � c, which, by minimizing p gives the
upper bound in (3.2). On the other hand n2 � 2b(�) = q(n� s) + s2 � c and thus

q �
c� s2

n� s
=

c

n
+ �

To complete the proof we have to show that

c� s2

n� s
�

c

n
=

(c� ns)s

(n� s)n
� 0

i.e. ns � c. The last inequality follows from

ns = s(n� s) + s2 < q(n� s) + s2 � c: �

Lemma 3 allows us to develop an algorithm that solves (3.1). Suppose we are
given the values n(0) = n and c(0) = c = n2 � 2b(
). Applying (3.2) we �nd upper

r
(1)
max and lower r

(1)
min bounds to r1. Then for any �xed value of r1 (r

(1)
min � r1 � r

(1)
max)

we compute the numbers n(1) = n(0) � r1. and c(1) = c(0) � r2, which are used

similarly for the determination of the bounds r
(2)
min and r

(2)
max to r2. For a selected

r2 (r
(2)
min � r2 � minfr

(2)
max; r1g), we �nd n(2) = n(1)� r2 and c(2) = c(1) � r22 and so

on. If at the i-th step we obtain c(i) = n(i), then the sequence

r1; . . . ; ri; 1; . . . ; 1| {z }
n(i) times
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solves (3.1). The lack of solutions with the �rst i components �xed as above will be
detected by the occurrence of the condition ri+1min > ri+1max. By selecting other values
of r1; . . . ; ri we arrive at di�erent solutions, if any. The correctness of the method
will be evident if we prove that the conditions n � c � n2 imply

(3.4) 8rmin(n; c) � r � rmax(n; c) 0 � n� r � c� r2 � (n� r)2

The �rst inequality 0 � n� r is trivial since rmax = 1=2 +
p
c� n + 1=4 � n holds

for c � n2. The second one n � r � c � r2 is satis�ed for 1 � rmax � r � rmax.
Finally,

(3.5) c� r2 � (n� r)2

holds for any r i� c � n2=2. For c > n2=2 we have rmin > n=2. Since for r � n=2 the
function (n�r)2+r2�c increases, it is suÆcient to show that (3.5) holds for r = rmin.
In practice rmin is set to the smallest value q for which c � q(n � n mod q) + (n
mod q))2 holds. In addition, in our case we have n mod rmin = n�rmin. Therefore,

(3.6) c� r2min � rmin(n� rmin � (n� rmin)) + (n� rmin)2 = (n� rmin)2

which completes the proof of (3.4).

We express the algorithm in the form of a recursive Pascal procedure. The
parameter i designates the step number (level of recursion), while the global vector
R is used to store partial solution obtained so far, with Ro = n additionally. The
value of c = n2 � 2b we start with is assumed to full�l n � c � n2.

procedure DIAG (i, n, c: integer);

var rmin, rmax, r, n0, c0: integer;

begin

rmin:= minfr : r � (n� nmod r) + (n� nmodr)2 � cg;

rmax:= minftrunc (0:5 + sqrt (c� n + 0:25)); Ri�1g;

for r:= rmin to rmax do begin

n0:=n� r;

c0:= c� r2;

Ri:= r;

if n0 = c0 then output R supplied by n0 \1-es"

else DIAG i + 1; n0; c0

end

end;

Note 1. When c � n2=2 the computation of rmin can be simpli�ed to

rmin:= j{0; 5 � (n + sqrt (2 � c� n2)) {j;

since the argument of the celling j
{ {

j solves (3.5) with equality.
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Note 2. The output of DlAG of the form

R1 + 1; . . . ; Ri + 1; 2; . . . ; 2| {z }
n0

; 1; . . . ; 1| {z }
R0+2�n0�i

gives the degree sequence of a tree with the value of branching b we started with.

IV. Computational experiments. Actually the presented algorithm re-
alizes an extensive search in a subset of Nn and its complexity is not polynomial
in any way. In spite of this sample computations show its unexpectably eÆcient
behaviour in the majority of cases. This can be explained by the existence of many
di�erent solutions of (3.1) for smaller c, which causes most of recursive tracks to
�nish with success. On the other hand, for greater c, when the number of solu-
tions decreases, a lot of further work is eliminated by the constrained selection of
greater values of r in the �rst steps. Table 1 presents results of computations per-
formed on an R32 computer. For each n seven values of c were selected according
to c � kn2=8, k = 1; 2; . . . ; 7 approximately. For each pair (n; c) all the solutions

r
(i)
1 � � � � � r

(i)
ki

� 1 i = 1; . . . ; s

of (3.1) were generated and the following quantities were recorded:

s | # of solutions

cls | total # of DIAG calls

Mk =
1

s

sP
i=1

ki | averge solution length

Mcls = cls=s | average # of calls per 1 solution generated

� =
1

cls

Ps
i=1 ki | averge # of components ri generated per 1 call

T | amount of CPU time used (in seconds)

It should be noted that for greater n the algorithm seems to behave more
eÆciently in average, which can be observed by the increase of the � proportion.

The situation when only one solution of (3.1) is requested was also examined.
In this case the program terminates after generating the �rst solution

r1(c) � � � � � r
(c)
kc

� 1

for particular n and c (or after �nding that no solution exists), recording the number
of DIAG calls = cls (n; c). Two strategies were examined: I | select r as small as
possible at each step (for r:= rmin to rmax . . . ), II | select the greatest possible
r (for r:= rmax downto rmin . . . ). For each n in the experiment c took all possible
values, i.e. c = n; n+ 2; n+ 4; . . . ; n2. Denote by Sn the set of those values of c for
which solution of (3.1) exists and by Un | the set of c for which (3.1) is unsolvable.
Table 2 contains the following data that allow us to compare the eÆciency of both
strategies in solvable cases:

s = jSnj | # of solvable cases
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Mcls =
1

s

P
c2Sn

cls(n; c) | average # of DIAG calls

Maxcls = max
c2Sn

cls(n; c) | maximal # of DIAG calls

Mk =
1

s

P
c2Sn

kc | average solution length

� =
1

s

P
c2Sn

cls(n;c)
kc

| average # of DIAG calls per 1 solution component
ri generated

n c s cls Mk Mcls � T

25 547 0 1 | | | 0.0008

469 0 1 | | | 0.0008

391 0 2 | | | 0.0016

313 2 8 3.0 4.0 0.8 0.0063

235 4 13 6.0 3.3 1.8 0.0103

157 21 53 7.0 2.5 2.8 0.0424

79 27 88 11.4 3.3 3.5 0.0705

50 2186 0 1 | | | 0.0008

1874 1 3 3.0 3.0 1.0 0.0024

1562 2 7 5.5 3.5 1.6 0.0056

1250 8 27 6.4 3.4 1.9 0.0216

936 33 106 8.4 3.2 2.6 0.0845

624 252 779 9.5 3.1 3.1 0.6230

312 1149 4275 14.3 3.7 3.9 3.4200

100 8750 0 1 | | | 0.0008

7500 1 3 6.0 3.0 2.0 0.0024

6250 9 21 5.9 2.3 2.5 0.0168

5000 101 364 10.0 3.6 3.0 0.2913

3750 1030 3295 11.8 3.2 3.7 2.6360

2500 13538 47287 13.8 3.5 3.9 37.8300

1250 282549 1139250 18.6 4.0 4.6 911.5000

250 54686 0 1 | | | 0.0008

46874 98 302 10.3 3.1 3.3 0.2418

39062 2079 8385 16.8 4.0 4.2 6.7080

31250 50373 206147 18.3 4.1 4.5 164.9200

23436 1550275 6933214 21.6 4.5 4.8 5546.5800

Tab. 1
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n s strat: Mcls Maxcls Mk �

25 193 I 5.3 14 5.7 1.1

II 2.5 5 9.8 0.4

50 872
I 8.1 29 6.9 1.4

II 2.9 6 18.0 0.3

100 3881 I 11.4 65 7.9 1.7

II 3.3 8 34.3 0.2

250 26753 I 17.4 307 8.3 2.4

II 3.6 8 83.5 0.1

500 112337 I 24.4 728 10.3 3.1

II 3.8 7 166.0 0.06

1000 464693 I | | | |

II 3.9 8 331.3 0.04

Tab. 2

It can be clearly seen that the �rst strategy is much worse than the second
one. However, the worst cases for strategy I appear rarely, for single values of c: for
all n examined less than n=2 calls of DIAG suÆce to generate a solution in nearly
99 % of solvable cases. Finally, table 3 documents the extremely good performance
of the algorithm in unsolvable cases. Obviously, this is independent of the strategy
chosen. Table 3 contains

u = jUnj | # of unsolvable cases

Mcls =
1

u

X
c2Un

cls(n; c) | average # of DIAG calls

Maxcls = max
c2Un

cls(n; c) | maximal # of DIAG calls

n u Mcls Maxcls

25 108 1.2 4

50 354 1.3 9

100 1070 1.3 8

250 4373 1.3 11

500 12414 1.3 10

1000 34808 1.2 10

Tab. 3
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