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ON SOME BASIC PROPERTIES OF THE
KOLMOGOROV COMPLEXITY

Dragan Banjevicé

Abstract. A. N. Kolmogorov in 1964 defined the notion of complexity of a finite word (see
[1,2]). Some authors defined later some other kinds of complexity (see [2, 5—13]). Some basic
properties of the Kolmogorov complexity are considered in this paper. Notations, definitions and
statements used in this paper are mostly from [2].

0. Let us consider the set S of all finite words over {0, 1}. By definition A €
S, A-empty word. The lenght of word z = ajas...a,, a; € {0,1} will be denoted
by I(z) = n, I(A) = 0. In the sequel the following one-to-one correspondence of the
set S onto the set {0,1,2,...} will be made use of:

word A 0 1 00 01 10 11 000 001 010 O11 ...
number 0 1 2 3 4 5 6 7 8 9 10 ...

Or & = aiaa...an 2" — 14+ 5 a;2""% For example z = 00---0 > 2" — 1, y =
i=1
11--+1 « 2(2" = 1), I(z) = l(y) = n. The symbol z will denote both the word
and its corresponding number. For two functions F, G on S we write FF < G
when (Je)(Vz € S)(F(z) < G(z) + ¢) and F < G when F < G and G <X F. The
concatenation of words z and y we denote by zy. One-to-one function ® : S? — S
is called the numeration of S?. Denote by z oy = ®(z,y). For = ajas...a, let
% = a1a1a205 . ..a,a, 01 and A = 01. Then z oy = Zy is one numeration of S2.
We have
l(Zy) = 21(x) + 2+ 1(y) < 2(z) + U(y),

I(z) < log, x.
LEMMA: There is no numeration such that l(x o y) <X I(z) + (y).

Proof: Let the function ® be a numeration and (3)(V(z,y))((xoy) <I(z)+
I(y) + ¢). Let

Sk ={(z,y) : l(x) +U(y) +c =k}, S ={zoy:l(zoy) <k}
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Denote by |A| the number of elements in A. Then
Skl = 2" C(k —c+ 1), |Sp < 2P — 1.

For k sufficiently large |Si| > |Si|- On the other hand ((z,y) € S;) =
(x oy € S},) implying |Sk| < |S},|, which is contradiction. A

Notice that if z oy = l(z)zy and £ > 0, then
l(zoy) 2 U(x) +U(y) + 2log I(z) 2 (L+e)l(x) + I(y).

1. In what follows all considered functions F, G, H, ®, ... are partial recur-
sive functions. Following Kolmogorov, we define the complexity of word z with
respect to F',F!: S = S by

Kpi(z) = min{l(p) : F*(p) = z},

where by definition min @ = oco.

The conditional complexity of z, given y, with respect to F2, F?2: 52 -+ S
is
Kp2(z/y) = min{l(p) : F*(p,y) = =}

Kolmogorov and Solomonoff proved (see [2]) that there exist optimal functions
F§, F? (but not unique) such that for any functions F*!, F?

Kpy(z) 2 Kpi (), Kpz(e/y) 2 Kpz(x/y).

The complexity of z with respect to a fixed optimal function Fj} (F§) we shall
call simply the complexity of = and denote by K (z)(K (z.y)). We denote by p,(p¥)
any program for which Fj (p,) =z, l(p.) = K (z)(FZ(p¥,y) = =, [(p¥) = K(z/y)).
We can define programs p, and p¥ uniquele, but those functions of = and y are
not recursive in general. On the other hand there is an effective procedure for
computing p, given z, K(z): Use the algorithm for computing Fg and let it to ¢
operations on words p, I(p) = b, t = 1,2,... (for details see Remark 0.1. [2]).
Then we define the recursive function J(a, b) which equals to the first p for which
Fi(p) = a, and then p, = J(z, K(x)). In the same manner we can define p¥. In
the following we assume p, = J(z, K(z)).

The complexity satisfies some basic properties [2]):

(1) K(z/A) < K(z), K(z/y) 2 K(z) =2 l(z),
2)  K(F(z)) 2 K(z),

(3) xl;n;o K(z) = oo,

4)  |K(z+h/y) - K(z/y)| 2 2K (h) 2 2I(h),
(5) n < max{K(z):[l(z) =n} < n,

max{K (z/l(z)) : l(z) =n < n},

and in general, for arbitrary set N, and arbitrary y
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max{K(z/y):xz € N} > I(|N]) — 1 < log|N]|.
We give some other properties of the complexity in the following.
(@) K(p%) <Upd) = K(z/y),
K(p¥) < K(p), p such that Fg (p,y) = . A
(b) I F(x) = G(), then K(F(x)/y) = K(G()/y), K@/F(x) =
K(y/G(x)).

Proof: We can prove (b) using (e) in the following. F' and G are not neces-

sarily recursive. A
(c) K(F(x)/y) 2 K(z/G(y)),
K(F(z,y)/y) 2 K(z/y). A

If, for fixed y, F' is one-to-one function of z, then K(F(z,y)/y) X K(z/y).
For example K (zy/y) < K(z/y).

(d) K(z/y) < K(lz —yl/y) 2 K(lz —yl),

K(o/p) < K(y). A
(e) |K(z+h/y+1)—K(z/y) = 2K (i),

Iy :z) = K(z) - K(z/y) 2 2K (y). A
(f) For any numeration and any F

K(F(z,y) R K(xoy). A

For example K (z o y) < K(Zy), and max{K(z), K(y)} < K(z oy).

Remark 1.1. K(Zy < K(z) + K(y) is not valid but K(zZy) < K(x) + K(y) +
2 log min{ K (z), K(y)}. We see that the function z o y = PZy is a numeration of
S? and I(x o y) = K(zy), which implies (in view of Lemma in 0.) that K(zy) <
I(xz) + I(y) is not true, and then K(zy) < K(z) + K(y) does not hold neather. On
the other hand K (z) + K(y) < K(Zy) is not valid because in the opposite case
for x = y we have 2K (z) < K(Zz) < K(z), or K(z) < 0. For the proof of the
second inequality it is sufficient to consider programs I(p,)p.p, and Wpypz with
respect to specified function G. It is interesting that K(zy) < I(z) + I(y) but
K(zy) = K(x)+ K(y) does not hold(consider previous remark and K (z) < K(x)).

A

(9) TI(n) = min{K(z):l(z) =n} < K(n) <log n.

Proof: Let K(I(z)) < K(z)+¢1, K(2* —1) < K(z) + ¢2, folowing (2). Then
Kn)<IOnh)+ec <K@2"-1)4+c¢ < K(n)+c + co. A

(h) Let A, = {z : K(z) < m}, By, = {z : K(z/m) < m}. Then: (i)
m — 2log m < log|A,,| X m, (ii) log |Bm| < m.

Proof: (i) We have immediately |A,,| < 2™ — 1. Let for given p = ab, x =
G(p) be such that: We choose the set A of exactly b words y such that K(y) < a
(see Theorem 1.6) in [2]), and z = G(p) is the first y such that y ¢ A. Then, if
a=m.b=|A,|, we have x = G(p) € A, and
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m < K(z) < Kg(z)
() lim K(z/y) =

y—00

<l(p) X log |Ap| + 2log m. A
0 is not true (compare (3)), but

lim inf K(z/y) <0

Yy—00

Proof: Let (3¢)(Vz)(Tyo) Yy > yo)(K(z/y) < ¢). Then I(p¥) < ¢ and the
number of such programs is at most N = 2°t! — 1. Let M > N and consider

0 <z <xy <--» < axpy. Let y; is chosen such that for y > y;, K(z/y) < e
Let yo = max{y1,y2, - ,ym}, then for arbitrary y > yo, F§ (PY.,y) = x4, i =

1,2,--+,M. and programs p¥  are all different, which is a contradiction. It means

that (Vc)(Ex)(Vyo)(Hy > yo)( (z/y) > ¢). Tt is easy to see that K(z/zi) < 0 for

all ¢, or lim inf K(z/y) < 0. A
Y—00

2. The complexity of a sequence of words z1,a,..., %, given a sequence

Y1,Y2,--- , Yk, With respect to a sequence of functions F = (Fy, Fs, ..., Fp), F; :

Sk+1 5 S can be defined as

Kp(z1, ... ,&m/y1,-.-,yr) = min{l(p) : Fi(p,y1,-.- ,yr) =24, i =1,2,... ,m}.

It can be shown that there exists an optimal sequence Fy = (Fo1,- - , Fom)
such that Kp, < Kp, and we define K(z1,...,Zm/y1,-..,yr) as the complexity
with respect to Fp. In the similar way we can define K(z1,...,%n). It can be

proved that

(*) K(xla"' 7mm/y1)"' 7yk) xI((I.1 0---O£L’m/y1,... 7yk)7

(**) K(m/yla'-'7yk)XK(m/ylo"'oyk)7

where z1 o -+ 0 2; is notation for a numeration of S7. Considering () and (xx)
we have K(z,y) < K(zy), K(z/y,z) < K(x/§z). Some authors define directly

K(z,y) = K(Zy) (see [5] p. 332, for example). It is easy to show some properties
of the complexity, for example

K(z,F(z)) < K(z), K(z/y,
K(F(z,y)) 2 K(z,y), K(F(z
K(z/y),z) 2 K(z/F(y), G(2)),
|[K(z+h, y+1)— K(z,y)| 2 2K(h,l),
K(z,y/l(x), l(y)) 2 K(z,y/l(z)) 2 U(z) + K(y/x) 2 1(z) +1(y),
max {K (z,y/l(z), l(y)) : l(z) =n, I(y) =m} < n+m,

max {K (z/l(x), s(z)) : l(z) =n, s(z) = s} < log <TSL>,

n
where for x = ajaz...ay, s(z) = ) a; (it is an immediate consequence of 1.(5),

i=1
but see [1, 3, 4]).
We give some other properties.

K(z/F(y,2)),

z) 2
), G(y)) 2 K(z,y),
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(a) K(z,y) 2 K(pz,y) < K(z,y, K(z)) 2

= K(pa,py) < K(w,y,K(w),K(y))- A
(b)  K(y/z, K(x)) < K(y/pz) 2 K(y/). A
(€) K(z/z) 2 K(z/y, K(y/2)) +2K(y/2),

(K(z/z) 22K (x/y, K(y/z)) + K(y/2), A
(d)  K(z,y) 2 K(x) +2K(y/z), K(z)),

K(z,y/K(z)) = K(z) + K(y/z, K(z)). A

If we put z = A in (c) we have

—2K(y/z) 2 —2K(y/p.) 2 K(x) — K(y) 2 2K (z/py) 2 2K (z/y).

Remark 2.1. Theorem 1. (Levin) in [12] states that K P(x,y) < KP(z) +
KP(y/xz, KP(x)) (also see Th. 5.1. (b) in [5]), where K P(z) is some variant
of complexity (see [5, 10-13]). But for the Kolmogorov complexity K(z,y) =<

K(z)+ K(y/x, K(z)) is not valid. We shall prove (V¢)(3(z,y)) (K (z) + K (y/ps) >

K(zy) + c). Following 1. (5) (Vo) (3z)(l(z) =lo, K(z/lo) >lo —1). In view of 1.
(1) and 1. (2), (3er) (Vo) (I(z) > K(x) — 1), (Be2)(Va) (K(z) > Ki(z)z) — ¢2) and
following 2. (a) (Je3)(V(z,v)) (K (Pzy) > K(Zy) — c3).

Let z be chosen such that for fixed ¢,l(p,) = K(z) > c+c¢; +c2 +c3 + 1.
Let y be chosen such that I(y) = lop = p,, and K(y/lp) > lp —1=1(y) — 1. Then
K(y/pa) 2 U(y)—1> K(y)—c1 =1 > K((y)y) —co—c1—1 = K(ppy) —c2—c1—1 >
K(zy) —c3 —c2 —c1 — 1 and K(z) + K(y/p.) > K(zy) + c. A

(e)

() min{K(p,/2): () = n} <0,

(ii) logn —log log n < max{K(p,/z) :l(z) =n} <log n,

(see Theorem 2. in [12] and Theorem 5.1. (f) in [5].)

Proof: Basic ideas for proving follow the proof of Theorem 2. in [12]. We
have

K(p:/z) < K(K(x)/z) 2 1(K(x)) = 1[I(z)].

(i) Let K(z) <l(z)4+ ¢, and A= {z:|K(z) — l(z)| < c}.

Following 1.(5), we have (Vn)(3z)(I(x) = n, £ = A). Then by 1. (c) and 1. (d), for
x €A K(K(z)/z) R K(K(z)/l(z)) R I(|K(z) — l(z)]) 2 I(c), or min{K (p,/z) :
l(z) =n} <0.

(ii) Let r = r(n) = max{K(p,/z) : l(x) = n}. Then r < logn, and
(Vz,l(z) =n)(3p)((p) < r, F¢(p,z) = ps). Let M; = {x : I(z) = n and for at least
i programs p,l(p) < r, F(F¢(p,z)) =z}, i = 1,2,.... Then |M;| =27, M; D
MyD D M; DM, M # @, Mj41 =@, and 2"t — 1> j or r < log j.

We shall prove by induction that log|M;| > n— (i —1)(3log n+k), i =1.2,...,7,
where k—constant. For ¢ = 1, the proposition is valid.
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Let the function G be defined for programs p of the form p = I(a)l(b)I(c)l(d)
abcde, in the following way:

I Let the algorithm for computing Fg(FZ(p,z)) do t operations on words
z,l(z) = a, and programs p,l(p) < b (see Remark 0.1. in [2]), t = 1,2,.... We
stop the computation when we get exactly e words z such that for at least ¢ + 1
programs p Fy (Fg(p,z)) = .

IT From the set of the remaing 2% — e words z, we take the first word «
such that for exactly ¢ programs p Fg(Fg(p,z)) = z, and min{l[F§(p,z)]} >
log[20—(c=B log ate(d)) _ ¢] — 2 where p(d)d = d + log d + 2 loglog d + B, B
an absolute constant.

Now, let K(z) < Kg(x) + A. Suppose that log |M;] > n — (i —1)(3 log n +
Lp(A)) =m,;. Then |Mi—Mi+1| = |Mi|—|Mi+1 Z 2Mi —|Mi+1|. If 2m —|Mi+1| S 0
is true, then |M;; 1| > 2™+ Supose that 2™ — |[M; 41| > 0. Then in M; — M; 4y
there exists z such that K(z) > log[2™i — |[M;;+1]] —2, and we can get such z if we
compute G(p)fora=n, b=r, c=14, d=A, e =|M;41|. Then log[2™i —|M;41]—
2<K(z) L Kg(z)+A <Il(p)+A <log|M;it1|+3 log n+A+log A+2 loglog A+D,
and log|M;11| >n —i(3 log n+ ¢(A)), B=D + 3.

In the same manner we have 2™+t < 0 or j » m and r > log j =
log n — loglog n. A

For example, using (e), we have (Vc¢)(3(z,y)) (K (y/z) > (K(y/pz) + ¢) (put
Y= px)-
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