
PUBLICATIONS DE L'INSTITUT MATH�EMATIQUE
Nouvelle s�erie, tome 28 (42), 1980, pp. 13{17

ALGORITHMICAL DEFINITION OF FINITE MARKOV SEQUENCE1

D. Banjevi�c and Z. Ivkovi�c

0. Let T = (t1; t2; . . . ; tN ) be a �nite binary sequence. Following von
Mises ideas, A.N. Kolmogorov [1] de�ned the randomness of T with respect to
the algorithm R = (F;G;H) for selection of the subsequence of T . We give this
de�nition in the following way:

The system of functions F = (F0; F1; . . .FN�1), F0 = const , de�nes a per-
mutation (x1; x2; . . . ; xN ) of (1; 2; . . . ; N) which depends on T , by

xi = Fi�1(x1; tx1; . . . ; xi�1; txi�1); i = 1; 2; . . . ; N:

The systems of functions H = (H0; H1; . . . ; HN ) and G = (G0; G1; . . . ;
GN�1) have the properties: Hi, Gi 2 f0; 1g, H0 = const , HN = 1, Hi(x0; tx1; . . . ;
x1; txi) � Hi+1(x1; tx1; . . . ; xi+1; txi+1), G0 = const .

Let s = s(T ) = minfi:Hi = 1g The system (F;G;H) de�nes the sub-
set A � f1; 2; . . . ; Ng in the following way: xk 2 A if 1 � k � s and
Gk�1(x1; tx1; . . .xk�1; txk�1) = 1. Let A = fxi1xi2 ; . . . ; xivg, xi1 < xi2 < � � �xiv .
We select the subsequence (txi1 ; txi2 ; . . . ; txiv ) of T by R = (F;G;H).

The sequence T is (n; "; p)-random (1 � n � N; 0 < "; 0 � p � 1) with
respect to R if

v � n; and

�����1v
X
k2A

tk � p

����� < "

or if v < n � T is (n; "; p)-random with respect to the system R = fR1; R2; . . . g if it
is (n; "; p)-random with respect to each Ri 2 R.

Another approach to the algoritmical de�nition of randomness was given in
[2] and later developed for in�nite set of sequnces ([3], [4]). However, for �nite set
of sequences which we consider here, this approach is too broad to be successful
applied (see discution in [5]).
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Kolmogorov di�nition of random sequence in [1] corresponds in a way to
Bernoulli secuence B(p) in Probability theory. In this paper we de�ne the random-
ness of T corresponding to homogenous Markov sequence M(�; �) with the states

f0; 1g and the transition matrix

�
� 1� �

1� � �

�
. In this de�nition we follow Kol-

mogorov's method.

1. It is reasonable that the de�nition of Markov sequence (MS) is based on
the stability of the frequences of transition from 0 and 1. We select a subsequence

ti1 ; ti2 ; . . . ; tik , 1 < i1 < i3 < � � � ik � N . Let v1 =
Pk

j�1 tij�1 and v0 = k � v1 =Pk
j=1(1�tij�1). Consider

1
v1

Pk
j=1 tij�1 tij -relative frequence of the transition from

1 to 1 and 1
vi

Pk
j� _u(1� tij�1)(1� tij )-relative frequence of transition from 0 to 0.

In accordance with the idea of MS, selection of a particular tx in the subsequence
should not depend on tx; tx+1; . . . . It means that the selection of ti occurs before
the selection of tj for i < j.

Let R = (G;H) be a system of functions H = (H0; H1; . . . ; HN ) and G =
(G0; G1 � � �GN�1) with the properties Hi, Gi 2 f0; 1g, H0 = const , HN = 1,
Hi(t1; . . . ; ti) � Hi+1(t1; . . . ; ti+1), G0 = 0.

Definition 1. The system R = (G;H) is an algorithm for selection of the
subsequence S of T , given by:

Let s = s(T ) = minfi:Hi = 1g. Let A � f1; 2; . . . ; Ng be de�ned by j 2 A

i� Gi�1(t1; . . . ; ti�1) = 1. Let A = fi1; i2; . . . ; i� vg. Then S = (ti1 ; ti2 ; . . . ; tiv ).

By de�nition 2 � i1 < i2 < � � � iv � N . From De�nition 1 it follows that the
algorithm R = (G;H) is a particular Kolmogorov algorithm R0 = (F;G;H) where
Fi�1 = i, i = 1; 2; . . . ; N .

Definition 2. The secuence T is (n0; n1; "0; "1; �; �)-Markov (denoted by
M(n0; n1; "0; "1; �; �), (1 � ni � N; 0 < "i; i = 0; 1; 0 � � � 1; 0 � � � 1) with
respect to R if

(a) v0 � n0 and �0 =

������
1

v0

X
j2A

(1� tj�1)(1� tj)� �

������ < "0 or v0 < n0

(b) v1 � n1 and �1 =

������
1

v1

X
j2A

tj�1tj � �

������ < "1 or v1 < n1

The sequence T isM(n0; n1; "0; "1; �; �) with respect to the systemR = fR1; R3; . . . g
if it is M(n0; n1; "v; "1; �; �) with respect to each Ri 2 R.

Definition 3. The sequence T is (n0; n1; "0; "1; �)-Bernoulli (denoted by
B(n0; n1, "0; "1; �) with respect to R(R) if it is M(n0; n1; "0; "1; �; 1 � �) with
respect to R(R).

De�nition 3-follows from the idea that Bernoulli sequence is a particular
Markov sequence for � = 1� �.
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Proposition 1. Let T be B(n0; n1; "0; "1; �) with respect to R = (G;H).
Then T is (maxfn0; n1g; maxf"0; "1g; 1� �)-random in the sence of Kolmogorov,
with respect to the system fR0; R1g, Ri = (F j ; Gj ; Hj), j = 0; 1, where Hj = H ,

j = 0; 1, F j
i�1 = i, i = 1; 2; . . . ; N , j = 0; 1 and

G
j
i�1 =

�
Gi�1 ti�1 = j;

0 ti�1 = 1� j
; j = 0; 1:

Proof. It is clear that R0 is Kolmogorov algorithm. Let R select the
subsequence S = ftig, i 2 A of T . Then R0 selects the subsequence S0 = ftig,
i 2 B of S, which consits of elements proceeding zeros in T . Let S0 have v elements.
Evidently, V = V0 and�����1v

X
i2B

ti � (1� �)

����� =
�����1v
X
i2B

(1� ti)� �

����� =
�����1v
X
i2A

(1� ti�1)(1� ti)� �

����� = �0:

Since T is B(n0; n1; "0; "1; �) it follows that v0 < n0 or v0 � n0 and �0 < "0, e.i.
v < n0 or v � n0 and

�� 1
v

P
i2B ti � (1� �)

�� < "0. It means that T is (n0; "0; 1��)-
random with respect to R0. Similary, T is (n1; "1; 1 � �)-random with respect to
R1.

Generaly, let T be (n; "; p)-random. Then T is (n; Æ; p)- random for m � n,
Æ � ". Now since T is (nj ; "j ; 1� �)-random with respect to Rj , j = 0; 1, it means
that T is (maxfn0; n1g; maxf"0; "1g; 1 � �)-random with respect to the system
R = fR0; R1g. �

2. In this section we consider the existence of at least one MS for a given
system R with � algorithms.

Let p(n; "; �) = P
�
supk�n

��Sk
k
� �

�� � "
�
where random variable Sk have bi-

nomial distribution b(k; �).

Proposition 2. Let system R have � algorithms. If

� <
1

p(n0; "0; �) + p(n1; "1; �)

then there exists at least one M(n0; n1; "0; "1; �; �) sequence with respect to R.

Proof. Consider Markov probability distribution on the set fTg, with given

initial distribution and transition matrix

�
� 1� �

1� � �

�
. Let P (R)(P (R)) be the

probability that T is non-Markov with respect to R(R). Then (using the same
notation as in De�nition 2)

P (R) = P ((v0 � n0;�0 �"0) [ (v1 � n1;�1 � "1)) � P (v0 � n0;�0 � "0)+

+ P (v1 � n1;�1 � "1):
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Let �1; �2; . . . ; �i 2 f0; 1g, be homogenous Markov chain with transition matrix�
� 1� �

1� � �

�
. We select the sequence of indices i1; i3 . . . ; 1 � i1 < i2 . . . , such

that �i1 = �i2 = � � � = 0 and that the selection of ij is independant of �k, k > ij ,
j = 1; 2; . . . Then the sequence �i1+1; �i2+1; . . . is Bernoulli sequence where the
probability of occuring 0 is �. Consider the sequence �1; �2; . . . �N , as a part of in�-
nite sequence �1; �2; . . . , and a subsequence �i1+1; �i2+1; . . . �iv0+1 selected by R from
�1; �2; . . . �N . Let R

� be the algorithm de�ned for in�nite sequence as the extension
of R in the following way. R� selects the same subsequence �i1+1; �i2+1; . . . �ik+1
as R until k � v0. For k > v0 the selection is arbitrary (but in accordance with
described rules of selection). Let �1; �2; . . . be the selected subsequence. We de�ne
the stopping rule for R� as

v0+ = n0 if

����� 1n0
n0X
i�1

�i � (1� �)

����� � "0 and

v�0 = k; k > n0; if

�����1j
jX
i=0

�i � (1� �)

����� < "0; j = n0; n0 + 1; . . . k � 1 and

�����1k
kX
i=1

�i � (1� �)

����� � "0:

Then

P (v�0 � n0;�
�
0 � "0) = P

 
sup
k�n0

����Skk � (1� �)

���� � "0

!
=

p(n0; "0; 1� �) = p(n0; "0; �);

 
��
0 =

����� 1V �
0

v0X
i=1

�i � (1� �)

�����
!
:

If T is non-Markov with respect to R, than each in�nite sequence begining with T

is non-Markov with respect to R�. So P (v0 � n0;�0 � "0) � p(n0; "0; �). In the
same way P (v1 � n1;�1 � "1) � p(n1; "1; �) i.e. P (R) � p(n0; "0; �) + p(n1; "1; �)
and P (R) �

P
R2R P (R) � P [p(n0; "0; �) + p(n1; "1; �)]. If �[p(n0; "0; �) +

p(n1; "1; �)] < 1, then P (R) < 1 and the probability measure of the set of Markov
secuence is 1�P (R) < 0, i.e. there exists at least one Markov sequence with respect
to R. �

Kolmogorov [1] gave the estimation p(n; "; �) � 2e�n"
2(1�")

. If

� <
1

2
[e�n0"

2
0(1�"0) + e�n1"

2
1(1�"1)]�1

than for each system with � algorithms and each � and � there existsM(n0; n1; "0;
"1; �; �) sequence.
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