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1. Let a differential operator be given

(L)  P(D)=D"+B,_ D" '+.--+BD+B, nga, n=2,3,...,
X

where B,=B;(x)(i=0, 1,...,n—1) are arbitrary differentiable functions on
some interval. Let us suppose that P(D) can be written in the form

(1.2) P(D)=(D+E)(D" '+, , D24 .- 4o, D a).

From the condition of equality of (1.1) and (1.2), we find the following
system of equations:

E_,+OC,,_2= n—1

(1.3) Eoyto vay_, =B, j=1, 2, ..., n—2

Eoc0+oc0’=BO(oc'=gfc).
dx

From the first (n— 1) equations of this system we find the following
expressions for the coefficients o (j=0,1,...,n=-2)

n—1—j

j s .
(-4 = B 3 (AR (g
k=1

.on—1,

where following notations are introduced:
Kl ¥ glk—1 tk— 11y’
A}+k —zAl'“I'k I+ (Aj+k )

A0

(1.5) ALl =ZBj+k+li;+k’ = Bivi

J+k

QJ["] = E ¢[k~1]+(¢[k—ll)” "b[olzg; (Lp, :Z:I:) .
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On the basis of (1.4) and (1.5), from the last equation of the system
(1.3) we find ‘

(B3 (= g (- 1 g )+
k=1

(1.6)

\

n—-2
+<Bl + > (= l)kAIIckll +(=1)-t 4’[”_2]) = B,.
k=1

2. We shall inspect the case when the coefficients B;(x) are polynomials
in x respectively with degrees b,(i=0, 1, ..., n— 1) and we shall try to give
an answer to the question: Can the operator (1.1) be factorized in the form
(1.2), where £(x), «;(x)(i=0, 1, ..., n—2) are also polynomials in x? Taking
into consideration that the relations (1.4) determine the coefficients &; (x)
(j=0,1,...,n—2) as a function of §(x), the following result is valid.

Lemma 1. The differential operator (1.1) is factorized in the Jorm (1.2),
where & (x), o, (x)(i=0, 1,..., n—2) are polynomials if and only if the equation
(1.6) has at least one polynomial solution for ¥ (x).

If we suppose that the polynomial

2.h E(x)=Hm(x)=me"’+Cmﬂxm-1+ C e+ Gy,

satisfies the equation (1.6) then, on the basis of (1.5) it is clear that 81 is also
a polynomial in x for which the following result holds.

Lemma 2. If we have (2.1) and if we determine the polynomial Ry (x),
so that
grl = Ek+1 4 R, , k=1,2,...,n-2,

then
(2.2) d(Ry)<d(&H).
Proof: For k=1 we have
Y= E YT+ (ol —B2 48 =4 R;
so d(R)=d(E')<d(8). Let (2.2) be correct for some k. Since
Y - (YR < EE L R 4 (B Ry =
ER2+{ER +(k+1)EFE + R},
then
Rev =ER+(k+1)EE 1+ R,
d(Ry. ) =max{d(ER,), d(E &), d(R)}.
According to the supposition, d(§ R,) =d (£) +d (R,)<d (5+1) and d (8’ &%)
<d(Ek+1), it follows d(R,, )<d(Ex+Y).
The proof is completed.
In the same way we can prove
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Lemma 3. If we have (2.1) and if we determine the polynomial so that

A/[ﬂl:BkH g+ Py,

then
(2.3) d(P)<d(By,, & ).
If (2.1) holds then on bases of lemmas 2. and 3., the equations (1.6)

can be written as

n—1 n-—-2

(2'4) (-—1)”""‘E"+ Z (—l)k_lBkak-i- Z(~l)kP;+(~l)"_1R;_2=Bo,
k=1 k=0

where

R_,=&R, ,+(n—1E &2+ R,

Pi=EP.+B, E+kB, EE-14P.
On the basis of (2.2) and (2.3) it is clear that

(2.5) d(P)<d(Bi, 8); d(R,_)<d(E).

Lemma 4. Let the numbers b,(i=0, 1,..., n—1) satisfy following
expressions

() by=nm; m=1,2,...

(“) b1<’?i(lt1) bo’ i:]’ 2’ ...,n—-2; bnvl<"l"ﬁ
n 2 n
i) b, <" Dy il 2 nea
n—i

Then the equations (1.6) can be satisfied only by polynomials of degree m=b/n.
If by is not a multiple from n, and the supposition (ii) and (iii) are fulfilled,
then the same equation has no polynomial solutions.

Proof: If the equation (1.6) is satisfied by some polynomial (2.1), then
the same equation can be written in the form (2.4). According to (2.5), the
terms with the highest degrees in the equation (2.4) are always determined by
the expressions in which

P;(k=0,1,...,n—2) and R, , do not figure. It means that the deg-
rees of the polynomials which satisfy the equation (2.4), are equal to the
corresponding degrees of the polynomial solutions of the differential equation
Yy =y'+B,_y""'+ ...+ B y+B, Bhargava and Kaufman [1] have shown the
last equation, under the supposition that (i), (ii) and (iii) are valid, can have
polynomial solutions only with degree m=5,/n. According to what we have
said before, it is the same case with the equation (2.4) and accordingly with
the equation (1.6). *
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If the conditions of lemma 4. are fulfilled and the polynomial (2.1)
(m=b,/n) satisfies the equation (1.6), then on the bases of (2.5), the equation
(2.4) can be written in the form ‘

(_l)n—l&ﬂ_{_(_1)"*2‘3”_1£n—]+,, '+Blz+T:B()
(2.6)
T= T(En E.,I’ ey a("_l), Bls s Bn_1)a

and for the polynomials T'(x) and B, (x){§(x)} we have

d(T)<(n—1)(b,/n)
Q2.7)
d(B;&)y<(n—1)(by/n), j=1,2,...,n—2.

Definition. If G, (x) is a polynomial of degree mn(n=2,3,...;
m=1,2,...); then we use S={{/G,m(x)] to denote the polynomial part of the
development of |/ G, (x) on whole degrees on x.

So, for example [Vx4—2x3+x~6]=x2—x—*2*-

If we determine the polynomial Q as
G=5"+0, S=[[/G1.

then [1] we have
(2.8) d(Q)y<d(S*Y).

Let us determine now the polynomials S and Q as
(2.9 (= 1y-1B,=8"+0Q, S=[{/ (- 1)1 B,]-

Since

[V H"—B,_ H"1]=

= polynomial part of H{1—(B,_,/H)}/"=

B
= 1ol i f |
polynomial part of H { wH +(

1/n> B>,

1
2 Jm '}ZH“n'B"—"

then we can determine the polynomials L and M as
1
(2.10) H"—B, H'=L"+M, L=H~--—B,_,.
n

On the basis of (2.8), for the polynomials Q and M we have

2.11) d(Q)<d(S1); d(M)<d(L"~)=d(S").
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If we put (2.1), (2.9) and (2.10) into the equation (2.6), then we get

n-—-2
(2.12) L'+ M+'S (—1)e+n=2B H* 4 (— 1)"~1 T=$"4 Q.
k=1

On the basis of (2.7) and (2.11), all terms (except L” and S”) of the
equation (2.12) are polynomials of degree < (n— D)m=(n—1)(d,/n).

Setting
L=l x"+1,_ x" 14+ ...+ and S=s5,x"+5,  x" 14 ... 45,

in (2.12), and equating the coefficients of degrees x'(i=nm, mn—1, ..., nm—m)
from the both sides of the same equation, we find /;=aw,s;

(j=0,1,...,m) that is L=w,S.

Here w,(v=1, 2, ..., n) are roots of the equation w"=1.

So the equation (1.6) for which the conditions (i), (ii) and (iii) are ful-
filled, can be satisfied only by the polynomials

i .
n

(2.13) &(x)=

At the end we can formulate the following resuit:

Theorem. The differential operator (1.1) where B;(x)(i=0,1,...,n—1)
are polynomials for whose degrees the conditions (i), (ii) and (iii) are fulfilled,
is factorized in the form (1.2), where &(x), o;(x)(j=0,1,...,n—2) are poly-
nomials, if and only if exists a number 1<v<n so that for (2.13) the relation
(1.6) is valid. The polynomials o;(x)(j=0, 1, ..., n—2) are determined with (1.4)
that is (1.5), while wy,(v=1, 2, ..., n) are roots of the equation w"=1. If b, is
not a multiple of n, and the conditions (ii) and (iii) are valid, then the operator
(1.1) cannot be factorized in the form (1.2).

We note that for the operator (1.1) n factorizations of the form (1.2)
are possible.

3. When B,=B,=...=B,_,=const., then the operator (1.1) can be fac-
torized in the form (1.2) only if b, is a multiple of #, that is by=mn; m=1, 2, ... .

When the last condition is fulfilled, the above mentioned theorem is

valid, only the coefficients A[ll, are given now as

AL =EB4s (B —const.).
We shall take as an example the differential operator

(3.1 P(D)=D"+ B(x); B(x)— polynomial of degree nm.
Here
AN, =0, = (= 1y ==L,
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and for the operator (3.1) we have the following factorizations of the form
(1.2):
D"+ B(x) =D+, [[ (= 1)""TB))

n—1
X (Dn—l+ Z (- ])n—j ¢[n—j—1]) Dj_l)
Jj=1
Y= E YT ()5 GO == o, [[(— 1)1 B]

v=1,2,...,m ol =1
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