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Here the following notations are used:

s — the set of all real (complex) sequences x = (x,); m, ¢ and ¢, — the
sets of the bounded, convergent and null-convergent sequences, respectively;
m, — the set of all zero-one sequences; e=(1l, I, 1, ...), e,=(1, 0, 0, ...),
e,=(0,1,0,0,..), ¢,=(0,0,1,0,0, .., ...; L(X)— the linear manifold

determined by X Cs; X — the closure in the space m of the set X C m;
A= (a,) — an infinite matrix and the corresponding convergence method,
too, A° — the convergence domain of a method 4, i. e.

A= [(xk) [(Vn) (kzo @, X, converges) A (3 lim kzo A X )] .

As it is known, the bounded convergence domain A°\ym of a method A
is the topic in numerous research works in the convergence theory. Our theo-
rem establishes an important characteristic of the subsets of A°Nm.

Theorem. The condition

) sup 2, {a, | <o
n k=0

implies
(Y XCs) (RNAmC Ae).

Proof. Like L. Wtodarski ([1], Th. XIX), one can prove that the
condition (1) implies that the set A°\m is closed in the space m. Therefore
we have

XA rmC A\ m

XA NmC 4.
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Remark . The proved theorem is equivalent to the following as-
sertion:

The conditions (1) and XC A~ \m imply XC A

Corollary. The conditions (1) and XC A°(\m imply L(X)C A<. (This
is a consequence of the implication: XCA"\m = L(X)C A m.)
Now we have an operative assertion: ‘

Let 'Y be a subspace of the space m and let A¢ include a fundamental
set X of the space Y. Then the condition (1) implies that A¢ includes the
set Y, too.

Example 1. The last assertion generalizes the two well-known results:
The conditions (!) and
@) (Vk) @ lim a,)

n—o0

imply ¢,C A4°;
The conditions (1), (2) and
3) I lim 2 a,

n—>w k=0

imply ¢(C_A-.
Indeed, in the first case, the condition (2) means
X={ey e, e,, ...} C A"

Since this set is fundamental in the space c,» We have c0=[T(7Y_)(_;A”.
In the second case we need the set X={e, ¢, e, €,, ...} only.

Remark 2. When already XC 4¢ implies the condition (1), then the
following more simple assertion is valid: Let Y be a subspace of m and let A
include a fundamental set X of the space Y. Then A° includes Y, too.

Example 2. The remark 2 generalizes the following well-known re-
sult: myCA4° = mC 4°.

To establish this fact, observe that m, is a fundamental set in the space m,
i. e. [Tmo)=m. Consequently, we need only to prove that m,(_ A implies the
condition (1).

At first: myC A° = (Vn) (Z la,. |< oo). To prove this, suppose
k=0

CIAIORPMERY

and set
X; = Sign ay i k=0, 1, 2, ...).
Then

-]

-]
kzoa,,okxkz Z | Gngi | = 00
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Therefore x=(x,)¢ 4. Using the representation x=y—z, y=( W) € my,
z=(z)&m,, we have ydA° or z¢ A°, which contradicts to the supposition
myC_ A°.

oo
Now suppose sup 2, |a, |= . Without a restriction, we can assume
n k=0

lim 2 la,|=co.
0

n-—»o0 k=
Because e,m, (n=0, 1, 2, ...), we have

(Vk)(3@lima,)

n—»oo

and therefore
k 3
(Vk)(z |anv|=o( > |anvi), n—>oo).
v=0 v=k+1

By Lemma IL.1 from Peyerimhoff [2], p. 10, there exist two sequences

O<v,<v,<vy;<- -+ and O<<nm <n,<m<--- such that
vi+1—~l i_l oo
Vi=1, 2, 3, )( > [Qniyy iz > |a,,,-,\,[>.
VRV 1 v=0
Set
« :[sign iy s VSV, (i=2, 3, 4, ..),
Y 0, otherwise.
Then
® i vigy—1 vi—1 ©
Zani,vxv = Z ‘ani,vi‘ z |ani,v]_ Z lani,vJ=
{v=0 v=vj v=0 vV=Vigq
vigg—1 o i— 1 )
=2 Z \'ani,vl" z iani,vf><2' T l) Z fani,v]=
v=vj v=0 [ v=0
i-2 2 .
=" 2 |y, y| > oo (i o0).
i v=0

Therefrom x = (x,) A°. Consequently (as before), there exists y=(yy) Em, such
that y¢ 4° This contradicts to the supposition m,C A°, again.
So the implication
my,C A° = the condition (1)
is true.

Remark 3. It can easily be verified that all results of this note
remain true for the general continuous function convergence methods (X, F, x')
(see: [3], Definition 3.1; [4], Definition 2.1; [5], Corollary 3), whereby the
condition (1) must be changed by

sup 3 | f; (x)[ < oo.
xEX j=0

(Consequently, these results are valid for continuous function convergence me-
thods of Wiodarski [6] and Orlicz [7], too.) In connection with the analogy
of Example 2, see also [8], § 3.
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