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1. Let f(x) be integrable L in (—m, ) and periodic with period 2.
Let
(L. 2 (an, cos . X + bny sin ny x)
be a Fourier series of f(x) with an infinity of gaps (m,n;+,) such that
Ny — N —> 0.
The conjugate series of (1.1) is

(1.2) 2. (b, cOS My X — dny, Sin ny, X).
Let
(1.3) 7(x):——1— O 4
TJ ran L
2
where

b (@) =f(x+0)—f(x—1).

2. We discuss here the convergence of the series (1.1) and (1.2) when
the function f(x) satisfies certain conditions in a subinterval |x—x,|<8 of,
(—m, ). Let I denote such a subinterval. We prove the following theorems.

Theorem 1. If (1.1) is a Fourier series of f(x) where f(x)eL2(I)
then (1.1) and (1.2) are almost everywhere convergent.

Theorem 2. If (1.1) is a Fourier series of f(x) where f(x) is of bounded
variation in some subinterval I, then (1.1) is convergent to [ f(x+0)+f(x—0)]/2
at any point where this expression has a meaning and (1.2) is convergent to
(1.3) whenever (1.3) exists.

3. Proof of Theorem 1.

Lemma: If f(x)eL2(I) and if (1.1) is a Fourier series of f(x), then
f(X), elL2 (_TE’ TC).

This is a special case of a very general theorem due to Paley and
Wiener ([1], theorem VLII').

We also require the following known theorem due to Carleson [2].

Theorem. Fourier series of a function f(x)e L2(—m, ) converges almost
everywhere.
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Now, our proof is easy.

If f(x)= L2(I), then f(x)e L2(—m,w) by the above lemma and hence (1.1)
converges almost everywhere by Carleson’s theorem.

Also, by Riesz-Fischer theorem, (1.2) is a Fourier series of f(x)eL2(—
—m, ) whenever f(x)eL2(—m,w) and hence (1.2) converges almost everywhere
by Carlesons’s theorem.

Proof of Theorem 2.
If S, are the partial sums and o, are the arithmetic means for the series

Ug+ U+ iyt v F Uyt

w+2u,+3u;+ - - - +nuy,

Sa— = n+1

In case of a lacunary series, where in calculating Fejér’s sums, it is
necessary to replace the absent terms by zero, we have

nlunl+n2un2+ ¥ o ¥ +nkunk
n,c+1

(3.1) S”k_cnk =
Now, we take
Uny, = Any, COS Ny X + by SIN My X
in case of the series (1.1) and
Uny, = bny COS By X—any SIN Ny X

in case of the series (1.2)
Under the conditions of the theorem, we have by [3]:

an. =0 (1/ny),
bnk =0 (llnk)
«¥%  un.=0(1/n;) and hence
ny un, =0 (1).
Now, the number of terms in the numerator of the right hand side of (3.1) is .
Ak
x| Sm—om |<—,
N
where A is an absolute constant.
Now, k/n,— 0 as k— oo, whenever m;,,—n;— o and hence

l Snk—Gnk ! — 0.

Now, it is known that the Fourier series (1.1) is summable (c, 1) to
[f(x+0)+f(x—0)}/2 for every value of x for which this expression has a
meaning, i.e.

o, — [ f(x+ 0) + f(x—0)]/2.

Hence Sn, —[f(x+0)+f(x—0)])/2 for every value value of x for which this
expression has a meaning.
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1t is also known that (1.2) is summable (¢, 1) to (1.3) at every value of x
for which (1.3) exists and hence by the same argument as used above, (1.2)
converges to (1.3) whenever (1.3) exists.

I am thankful to Prof. U. N. Singh for his help in the preparation of
this paper.
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