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1. For a complex function

w=u(x,y)+iv(x,y)
where u, v are differentiable real functions, the operator B can be defined: [1]

Bt 9 ;0

ox 0y
In other words

ow . Oow ou O0v (¢)v du)
Bw=—+i—=—-—-"41i +
ox dy 0x 9y ox 0dy

The following properties of the operator B can be easily checked:
B (w,+w,)=Bw;+ Bw,
Bw, w,=w; Bw, +w, Bw,
Bz=0

Bz=2

Bf (w)=f" (w) Bw

Bf (w,, w2)=aif— Bw, +—£ Bw,

1 W,

As a special case, we have

ow ow
1 sz,z=—B + 2 Bz=2—
@) (@ 2) 0z 0z 0z
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Besides the operator B, an other operator, operator C, can be defmed for
the function w

CEL ——i—;

m other words

Operator C has properties analogous to those of B:
C(W1 ’]L wz) == Cwl + sz

Cwyw,=w; Cw, +w, Cw,

Cz=2
Cz=0
G Ww=f" (w)Cw
Cf (wy, Wz) = "_f‘ Cw, +“‘“’£ Cw,.
ow, W,
As a special case, we have
ow
Iy Cw(z, =—~—Cz+~———C =2—.
(1) (= 2) 3 Py oz

2. In his doctorate dissertation B. Riemann quotes the following formula [2]

dw ou  ov oy  ou ou 0v av ou
2 — = | — (___....) o | ———+i ( ) e~
dz ox Oy ox oy ox dy ox 0y
where dz=c¢et®,
If the function w is thought of as a function of two independent vari-
ables z and z,i. &. w=w (z,2), by (1) and (1) we see that formula (2) has the
following form

do_ow 0w,

dz 0z o0z
i e. dw—a—w dz +é—~ee~*® or {3]
oz 0z
3) =" 4z + 2% iz
oz oz

The expression aw will be independent of the direction ¢ if and only 1f
ow dz ‘

=0.
02
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This condition represents the famous Cauchy-Riemann equations

) L T }

A complex function w whose real and imaginary parts satisfy equations (4)
is called, as usual, an analytic function. For such a function we shall say that
it belongs to class 4, i. e.

def
wed o oo,
oz

Consider again formula (3). Dividing by dz we get

dw owdz 0w

dz ()Z a’z 5;
i e

g..w_, aw Zi¢+9_‘z'

dz c)z oz

Clearly, the expression %—ﬁ will be independent of the direction ¢ if and
z

only if 9—-=0 or
oz

5) U O _g M 0w,
ox oy éx oy

For the function w which has this property we shall say that it is con-
jugately analytic (c-analytic in further text), or that it belongs to class 4: in
other words :

. def w
wEAd o —=0.
oz

Theorem 1. The only elements of the set A(\A are constants.

This can easily be seen by solving the system (4) — (5).

Theorem 2. A necessary and sufficient condition for the function w 2)
to be analytic is that it does not depend on z.

Proof w (z,mE) & A if and only if %‘1«/ =0, which means that w does not
depend on z. z

Theorem 2. A necessary and sufficient condition for the function w (z,z)
to be c-analytic is that it does not depend on z.

In general case, w(z,z) # w(z, z), even if w4,
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(In fact if w(z,2)=u(x,y)+iv(x,y), then

w(z,2)=w (z,2)

if and only if u(x,y) is even and v(x,y) is odd, both with respect to y.)

are not equal).

Theorem 3. Let f(z) € A. Then f(z) € A.

Proof. By assumption, f(z) © A and therefore f(z) does not depend on z
(theorem 2). Replacing each appearance of the variable z by z, we obtain the
Junction f(z) which does not depend on z, and according to theorem 2/, f(z)E A.

Theorem 4. Let f(z)EA. Then fz)c A.

Proof. Let f(z)=u(x,y)+iv(x,y). Then f(z)=u(x,y)—iv(x,y). Since
f(z) & 4, we have

Denote —v{x,5) by V(x,»). Then ]??z'}mu(x, W +iV(xy), and for the func-
tions u, V we have
ou +<)V_'_ . oV ou

= Lo,

b4

ox Ay ox Ay

which means that f(?jeﬁ:
The following analogues can also be easily proved:

Theorem 3. Let f(z2)EA. Then f(@EA,

Theorem 4. Let f(z)CA. Then f(2)C A.

According to the definitions of operators B, C, we have:
we A Bw=0
wE A< Cw=0.

Besides these operators, we can introduce the operators B, C:

Baer
T ox  ody

Coer 04 0V (_a..‘f,__f}__fi)
= ox oy ox oy’

e o

éﬁwﬁmi(av du)
ox oy)’

Therefore, a fanction w is analytic if and only if one of the following
conditions holds: _ _ .
Bw=0, Bw=0, Cw=0, Cw=0.
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Analogously, a function w is c-analytic if and only if one of the following
conditions holds:

Cw=0, Cw=0, Bw=0, Bw=0.
3. We state two more obvious theorems.

Theoreg 5 If w A, then there is one and only one function f()EA4
such that w=f(z).

Theorem 5. If wC A, then there is one and only one function f(z)c A
such that w=f(z).

According to the above theorems, it is clear that there is a certain
“isomorphism” between the sets 4 and A, realized by a formal replacement of

the symbol z by the symbol z. Having this in mind it is not difficult to see
that all the theorems of the theory of analytic functions have their analogue
in the theory of c-analytic functions. Also, all the concepts defined in the theory
of analytic functions can be introduced for ec-analytic functions, e. g. integral,
isolated singularity, residue, etc. It is convenient to call them c-integral,
c-isolated singularity, e-residue, efc.

As an example, we quote the Cauchy-Goursat theorem for c-analytic
functions.

Theorem 6. If a function f(z) is c-analytic in a simply-connected region
R, and if C is a closed contour lying entirely within R, then

[r@dz=o.
C

ff(;)d;m f(u-H‘V) {dx—idy) = fudx+vdy+ifvdx—vdy.
c c c c

Using Green’s theorem, we have

e [ (- ] )

the double integrals being taken over the area enclosed by C,
Considering equations (5) we
conclude that [ f(z)dz=0.
<

The following schema illu-
strates the relations between the
sets K, A, A, C, where K deno-
tes the set of all complex func-
tions and C the set of all cons-
tants. To every function f(z)E 4,
corresponds one and only one
function f(z)E A, and vice versa.
Constants remain fixed under that
“’isomorphism*.
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I1
1. It has been shown [4] that Goursat’s functions
G(z2)=f(@)+zg(); f gcA
have the property that their real and imaginary parts satisfy Maxwell’s equations
2 2
Aru—0, Ary—0, A=2249
ox2  0)?

It has also been shown that they are the only non-analytic functions
whose deviation from being analytic, B, is an analytic function, i. e. that they
are the only functions for which B2G =0 holds [5].

In this part we show that the functions of the form

f@+z22(@); fgcA
also have the above property.

Let us find those functions w=uwu+iv whose deviation from being c-ana-
lytic is a c-analytic function, i. e. such functions for which

(6) C2w=0.
Let Cw="U(x,y)+iV (x,)
Then C2w=0 implies

oU oV oV dU
—+—=0;

ox 0y ’ oy Oy
and, as a consequence,
@) AU=0;, AV=0
Since U=é£+ﬂ; V—%—-()—v, we have
dox 0y 0y 0Ox

4 4
R R s
0 x4 o0x20y oy
and according to (7), we get ;
®) A2y=0
Similarly, A?v=0; which proves one part of the above statement.
Condition (6) separates into the following system

2 2 2 2 2 2
0u+2()u 02u 0v+2_0v 0%y

)
o2u 02u  0%2u 0%v o2y 02y
2 — +2

__+__..
0x2 0x0y 0y2 ox? 0x0y o0)y2
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Adding and subtracting the above equations, we get

2u  0u 5 o2y

0x2 dy*  0xdy
(10)
gy v, 0
oy? o0x? 0x0y
Systems (9) and (10) are equivalent.
Start from the equation (8), which in a developed form becomes
Hu otu ous
——t 2 +——=0.
Qx4 0x20y2 04y
The general solution of this equation is [6]
(11) u(x, y)=f(x+iy)+yg (x +ip) + ¢ (x—ip) +y § (x—1iy)

where f, g, @, { are arbitrary functions.
From the first equation (10), and (11), we get
0%y
0x0y

= —f" (x+iy)+ig (x +iy)—yg" (x+Y)—¢" (x—iy)—
—iy (x—iy)—y " (x—iy)
and after integration with respect to x

ov , N , , . , .
5;=—f (x+iy)+ig (x+)—yg (x+iy)—¢ (x—1y)
—iy (x—iy)—y ' (x—iy) + F (y)
where F is an arbitrary function.

After integration with respect to y we get
(12) v =i x+i)+ivg(x+i)—iex—ip)—iyp(x—ip)+ ¥ () + O (x)
where @ is an arbitrary function, and ¥ (y)= f F(y)dy.

In order to determine the functions ¥ (), ® (x) we shall use, besides
equation (12), the equation (11) and the second equation of the system (10)
which becomes

¥ (»)—@" (x)=0.
This implies
O (x)=axt+ox+c, Y ()=ay2+dyte

where a, b, ¢, d, e are constants.

11*
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Therefore

PxX)+VY () =ax2+bx+c+ay2+dy-+te,

i. e. d>(x)+‘l"(y)=(%f+% d2+c+e>+z (a?+—12)——%>:u(2)+213(;)

The function w therefore becomes
w=u+iv=2¢(x—iy)+2y ¢ (x—iy)+ia(2)+izB(2)
=20 (@) —izd @) +izy (@) +ia(2)+izB(D)=F (2)+2G (2)
where F(2)=2¢ () +izy (D) +ia(z) G@)=—iy()+iB(2).

_Therefore, functions of the form w=F (z) +2G (z) have the property
that C2w =0, which proves the second part of the above statement.

2. Continuing this procedure it can be shown, similarly as in [7], that the
functions of the form o (z)-+z P (z)+22y(z) have the property that their second
deviation from being c-analytic is a c-analytic function as well as that their real
and imaginary parts u (x, y) and v(x,y) satisfy

A3u=0, A3y=0.

When examining function whose n-th deviation from being c-analytic is a
c-analytic function and, in g¢onnection with that, functions whose real and ima-
ginary parts satisfy

Ary=0, Ary=0,

it is more convenient, following the method of S. Fempl, [8], to use the ope-
rator which is inverse to C.

We shall, however, use mixed partial derivatives with respect to z, z and
we shall obtain a more general result which contains Fempl’s result on are-
olare polynomials and, also its analogue on c-areolare polynomials.

Lemma. Let w(z,2)=u(x,y)+iv(x,y) be a complex function whose partial
derivatives with respect to z, z are continuous.
Then
20
(13) _OmwW 1 Amytiany)
0zhozn  22m

Proof. Let n=1. Then

2w 1 /0 , 0 ow ow 1 /02w 02w 1 )
——T=——(—-+z—) (———1—)=»~ (—+—~)=—(Au+zAv).
0z0z 4 \ox 0y ox 0y 4 \ox2 o90y2/ 4
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Suppose that (13) holds for some n. Then

2n+2
9 w :_1_(_‘)_”1) (i_i_o_)i(A”u-kiA"v)
0zn1ozrtt 4 \ox  dy/ \ox  oy/2m
2 2
! ("_+,L) (A% u+ i An )
22n+2 ax2 ayz
1

A(A”u+iA”v)=—1~ Artly 4 A+l y),
22m+2

- 22n+2
and by induction, the proof is complete.

Corollary

02w

Y =0 if and only if A?u=0 and A%v=0.
"oz

Theorem 7. Complex functions of the form

n—1

(1) S [ (2)2°+8,(2) 2]

v=0

where a,(z2)CA, B;)EA(E=0,1,...,n—1), and only those functions, have
the property that their real ant imaginary part satisfy the equations

Aru=0; Am=0.

Proof. The conditions A?u=0 and A?v=0 are equivalent to

The general solution of the above equation is (14).

Special cases:

1. Putting B,(z)=0, v=0,1...,n—1, we get the areolare polynomial.
This result has been proved by S. Fempl [8]. Differentiating n—1 times with
respect to z we see that the areolare polynomial is a non-analytic function
whose (n—1)-th deviation from being analytic function is an analytic function.

2. Putting «,(z)=0, v=0,1,..,n—1, we get the c-areolare polynomial.
Differentiating n— 1 times with respect to z we see that its (n —1)—th deviation
from being c-analytic is a c-analytic function.
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