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#### Abstract

The existence of mild positive solutions for an iterative Caputo-Hadamard fractional differential equation is proved using the Schauder fixed point theorem. In addition, the uniqueness and continuous dependence of mild positive solutions are investigated and some new results are obtained. Finally, two examples are given to illustrate our obtained results.
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## 1. Introduction

Iterative and fractional differential equations have many applications in the automatic control problems, the physical problems, the mechanical problems, the biological problems, the disease transmission problems, the problems of long-range planning in economics, and in many other areas of science and technology. In particular, problems concerning the existence, uniqueness and stability of solutions for iterative and fractional differential equations have received the attention of many authors, see [1, 2, 3, 4, 5, 6, 7, 9, 8, 10, 11, 13] and the references therein.

Zhao and Liu [13] established the existence of periodic solutions for the following iterative differential equation

$$
x^{\prime}(t)=\sum_{k=1}^{N} c_{k}(t) x^{[k]}(t)
$$

where $c_{k}, k=1, \ldots, N$ are periodic continuous functions.
In [7, Ibrahim studied the existence and uniqueness of solutions for the following iterative fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0^{+}}^{\alpha} x(t)=f(t, x(x(t))), t \in[0, T] \\
x(0)=x_{0}
\end{array}\right.
$$

[^0]where $x_{0} \in[0, T],{ }^{C} D_{0^{+}}^{\alpha}$ is the Caputo fractional derivative of order $\alpha \in(0,1)$ and $f:[0, T] \times[0, T] \rightarrow[0, T]$ is a continuous function.

Prasad, Khuddush and Leela [11] investigated the existence, uniqueness and Ulam stability of solutions for the following iterative fractional differential equation

$$
\left\{\begin{array}{l}
{ }^{C} D_{0^{+}}^{\alpha} x(t)=f(t, x(t), x(x(t))), t \in[0,1] \\
x(0)=A, x(1)=B
\end{array}\right.
$$

where $0 \leq A \leq B \leq 1, \alpha \in(1,2)$ and $f:[0, T] \times[0, T] \times[0, T] \rightarrow \mathbb{R}$ is a continuous function.

Iterative fractional differential equations involving Caputo and RiemannLiouville fractional derivatives have been investigated by several researchers. However, the literature on iterative Hadamard fractional differential equations is not yet as rich.

In this paper, inspired and motivated by the works mentioned above and the references therein, we concentrate on the existence, uniqueness and continuous dependence of mild positive solutions for the following nonlinear iterative fractional differential equation

$$
\left\{\begin{array}{l}
D_{1+}^{\alpha} x(t)=f\left(x^{[0]}(t), x^{[1]}(t), x^{[2]}(t), \ldots, x^{[N]}(t)\right), t \in[1, T]  \tag{1.1}\\
x(1)=1, x^{\prime}(1)=0
\end{array}\right.
$$

where $x^{[0]}(t)=t, x^{[1]}(t)=x(t), x^{[2]}(t)=x(x(t)), \ldots, x^{[N]}(t)=x^{[N-1]}(x(t))$ are the iterates of the state $x(t), D_{1^{+}}^{\alpha}$ is the Caputo-Hadamard fractional derivative of order $\alpha \in(1,2)$ and $f$ is a positive continuous function. To prove the existence of mild positive solutions, we transform 1.1 into an integral equation and then use the Schauder fixed point theorem. After then, we show the uniqueness and continuous dependence of mild positive solutions. Finally, we provide two example to illustrate our obtained results.

## 2. Preliminaries

Let $C([1, T], \mathbb{R})$ be the Banach space of all real-valued continuous functions defined on the compact interval $[1, T]$, endowed with the norm

$$
\|x\|=\sup _{t \in[1, T]}|x(t)|
$$

For $1<L \leq T$ and $M>0$, we define the set

$$
\begin{aligned}
& C(L, M)=\{x \in C([1, T], \mathbb{R}), 1 \leq x \leq L \\
& \left.\qquad\left|x\left(t_{2}\right)-x\left(t_{1}\right)\right| \leq M\left|t_{2}-t_{1}\right|, \forall t_{1}, t_{2} \in[1, T]\right\}
\end{aligned}
$$

which is a bounded closed convex subset of $C([1, T], \mathbb{R})$.
We assume that the positive function $f$ is globally Lipschitz in $x_{k}$, that is, there exist positive constants $c_{1}, c_{2}, \ldots, c_{N}$ such that

$$
\begin{equation*}
\left|f\left(t, x_{1}, x_{2}, \ldots, x_{N}\right)-f\left(t, y_{1}, y_{2}, \ldots, y_{N}\right)\right| \leq \sum_{k=1}^{N} c_{k}\left|x_{k}-y_{k}\right| \tag{2.1}
\end{equation*}
$$

Also, we introduce the following positive constants

$$
\begin{aligned}
\lambda & =\sup _{t \in[1, T]}\{f(t, 0,0, \ldots, 0)\} \\
\zeta & =\lambda+L \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}
\end{aligned}
$$

Definition 2.1 ( 9$]$ ). The Hadamard fractional integral of order $\alpha>0$ of a function $x:[1, \infty) \longrightarrow \mathbb{R}$ is given by

$$
I_{1^{+}}^{\alpha} x(t)=\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} x(s) \frac{d s}{s}
$$

where $\Gamma$ is the gamma function.
Definition 2.2 ( 9 ). The Caputo-Hadamard fractional derivative of order $\alpha>0$ of a function $x:[1, \infty) \longrightarrow \mathbb{R}$ is given by

$$
D_{1+}^{\alpha} x(t)=\frac{1}{\Gamma(n-\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{n-\alpha-1} \delta^{n}(x)(s) \frac{d s}{s}
$$

where $\delta^{n}=\left(t \frac{d}{d t}\right)^{n}$ and $n=[\alpha]+1$.
Lemma $2.3(\boxed{9})$. Suppose that $x \in C^{n-1}([1,+\infty), \mathbb{R})$ and $x^{(n)}$ exists almost everywhere on any bounded interval of $[1, \infty)$. Then

$$
\left(I_{1+}^{\alpha} D_{1+}^{\alpha} x\right)(t)=x(t)-\sum_{k=0}^{n-1} \frac{x^{(k)}(1)}{k!}(\log t)^{k} .
$$

In particular, when $\alpha \in(1,2),\left(I_{1^{+}}^{\alpha} D_{1^{+}}^{\alpha} x\right)(t)=x(t)-x(1)-x^{\prime}(1) \log t$.
Definition 2.4. A function $x \in C([1, T], \mathbb{R})$ is said to be a mild solution of the problem (1.1) if $x$ satisfies the corresponding integral equation of 1.1.

From Lemma 2.3. we deduce the following lemma.
Lemma 2.5. Let $x \in C([1, T], \mathbb{R})$ is a mild solution of 1.1) if $x$ satisfies

$$
\begin{equation*}
x(t)=1+\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f\left(x^{[0]}(s), x^{[1]}(s), x^{[2]}(s), \ldots, x^{[N]}(s)\right) \frac{d s}{s} \tag{2.2}
\end{equation*}
$$

for $t \in[1, T]$.
Lemma 2.6 ([13). For $\varphi, \psi \in C(L, M)$, we get

$$
\left\|\varphi^{[m]}-\psi^{[m]}\right\| \leq \sum_{j=0}^{m-1} M^{j}\|\varphi-\psi\|, m=1,2, \ldots
$$

Theorem 2.7 (Schauder fixed point theorem [12]). Let $\mathbb{M}$ be a nonempty convex compact subset of a Banach space $(\mathbb{B},\|\cdot\|)$. If $\mathcal{A}: \mathbb{M} \rightarrow \mathbb{M}$ is a continuous operator, then $\mathcal{A}$ has a fixed point.

## 3. Main results

In this section, we use Theorem 2.7 to prove the existence of mild positive solutions for (1.1). Moreover, we will introduce the sufficient conditions of the uniqueness and continuous dependence of mild positive solutions of 1.1).

To transform $\sqrt{2.2}$ to apply the Schauder fixed point theorem, we define the mapping $\mathcal{A}: C(L, M) \rightarrow C([1, T], \mathbb{R})$ by
$(\mathcal{A} \varphi)(t)=1+\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right) \frac{d s}{s}$,
for $t \in[1, T]$. Since $C(L, M)$ is a uniformly bounded, equicontinuous and closed subset of the space $C([1, T], \mathbb{R})$, then $C(L, M)$ is a compact subset. So, to show that the mapping $\mathcal{A}$ has a fixed point, we will prove that the mapping $\mathcal{A}$ is well defined, $\mathcal{A}(C(L, M)) \subset C(L, M)$ and $\mathcal{A}$ is a continuous mapping.

Lemma 3.1. Assume that (2.1) holds. If

$$
\begin{equation*}
1+\frac{\zeta(\log T)^{\alpha}}{\Gamma(\alpha+1)} \leq L \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\zeta(\log T)^{\alpha-1}}{\Gamma(\alpha)} \leq M \tag{3.3}
\end{equation*}
$$

then, $\mathcal{A}: C(L, M) \rightarrow C([1, T], \mathbb{R})$ is well defined and $\mathcal{A}(C(L, M)) \subset C(L, M)$.
Proof. Let $\mathcal{A}$ be defined by 3.1. Clearly, $\mathcal{A}$ is well defined. Next, for $\varphi \in$ $C(L, M)$, we get

$$
\begin{aligned}
& |(\mathcal{A} \varphi)(t)| \\
& \leq 1+\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1}\left|f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)\right| \frac{d s}{s}
\end{aligned}
$$

But

$$
\begin{aligned}
& \left|f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)\right| \\
& =\left|f\left(s, \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)-f(s, 0,0, \ldots, 0)+f(s, 0,0, \ldots, 0)\right| \\
& \leq\left|f\left(s, \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)-f(s, 0,0, \ldots, 0)\right|+|f(s, 0,0, \ldots, 0)| \\
& \leq \lambda+\sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi\| \\
& \leq \lambda+L \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}=\zeta
\end{aligned}
$$

then

$$
|(\mathcal{A} \varphi)(t)| \leq 1+\frac{\zeta}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \frac{d s}{s} \leq 1+\frac{\zeta(\log T)^{\alpha}}{\Gamma(\alpha+1)} \leq L
$$

From (3.2), we get

$$
1 \leq(\mathcal{A} \varphi)(t) \leq|(\mathcal{A} \varphi)(t)| \leq L
$$

Let $t_{1}, t_{2} \in[1, T]$ with $t_{1}<t_{2}$, we obtain

$$
\begin{aligned}
& \left|(\mathcal{A} \varphi)\left(t_{1}\right)-(\mathcal{A} \varphi)\left(t_{2}\right)\right| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t_{1}}\left|\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}\right| \\
& \times\left|f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)\right| \frac{d s}{s} \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}\left|f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right)\right| \frac{d s}{s} \\
& \leq \frac{\zeta}{\Gamma(\alpha)}\left(\int_{1}^{t_{1}}\left(\left(\log \frac{t_{2}}{s}\right)^{\alpha-1}-\left(\log \frac{t_{1}}{s}\right)^{\alpha-1}\right) \frac{d s}{s}+\int_{t_{1}}^{t_{2}}\left(\log \frac{t_{2}}{s}\right)^{\alpha-1} \frac{d s}{s}\right) \\
& \leq \frac{\zeta}{\Gamma(\alpha+1)}\left(\left(\log t_{2}\right)^{\alpha}-\left(\log t_{1}\right)^{\alpha}\right) \\
& \leq \frac{\zeta(\log T)^{\alpha-1}}{\Gamma(\alpha)}\left|t_{2}-t_{1}\right| .
\end{aligned}
$$

By using (3.3), we have

$$
\left|(\mathcal{A} \varphi)\left(t_{1}\right)-(\mathcal{A} \varphi)\left(t_{2}\right)\right| \leq M\left|t_{2}-t_{1}\right|
$$

Therefore, $\mathcal{A} \varphi \in C(L, M)$ for all $\varphi \in C(L, M)$. So, we conclude that

$$
\mathcal{A}(C(L, M)) \subset C(L, M)
$$

Lemma 3.2. Assume that (2.1) holds. Then the mapping $\mathcal{A}: C(L, M) \rightarrow$ $C([1, T], \mathbb{R})$ given by 3.1) is continuous.

Proof. Let $\varphi, \psi \in C(L, M)$, we get

$$
\begin{aligned}
& |(\mathcal{A} \varphi)(t)-(\mathcal{A} \psi)(t)| \\
& \left.\leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \right\rvert\, f\left(\varphi^{[0]}(s), \varphi^{[1]}(s), \varphi^{[2]}(s), \ldots, \varphi^{[N]}(s)\right) \\
& -f\left(\psi^{[0]}(s), \psi^{[1]}(s), \psi^{[2]}(s), \ldots, \psi^{[N]}(s)\right) \left\lvert\, \frac{d s}{s}\right.
\end{aligned}
$$

By using 2.1, we have

$$
|(\mathcal{A} \varphi)(t)-(\mathcal{A} \psi)(t)| \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \sum_{k=1}^{N} c_{k}\left\|\varphi^{[k]}-\psi^{[k]}\right\| \frac{d s}{s}
$$

So, from Lemma 2.6, we obtain

$$
\begin{aligned}
& |(\mathcal{A} \varphi)(t)-(\mathcal{A} \psi)(t)| \\
& \leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi-\psi\| \frac{d s}{s} \\
& \leq \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi-\psi\|
\end{aligned}
$$

then

$$
\|\mathcal{A} \varphi-\mathcal{A} \psi\| \leq \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi-\psi\|
$$

Hence, the mapping $\mathcal{A}$ is continuous.
Theorem 3.3. Assume that conditions (2.1), (3.2) and (3.3) hold. Then (1.1) has a mild positive solution $x \in C(L, M)$.

Proof. By Lemmas 3.1 and 3.2 , all the hypotheses of the Schauder fixed point theorem are satisfied. Thus, there exists a fixed point $x \in C(L, M)$ such that $x=\mathcal{A} x$. Hence, by using Lemma 2.5, the problem (1.1) has a mild positive solution $x \in C(L, M)$.

Theorem 3.4. Assume that the hypotheses of Theorem 3.3 are satisfied. If

$$
\begin{equation*}
\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}<1 \tag{3.4}
\end{equation*}
$$

then (1.1) has a unique mild positive solution $x \in C(L, M)$.
Proof. From Theorem 3.3, it follows that (1.1) has at least one mild positive solution in $C(L, M)$. Hence, we need only to prove that the mapping $\mathcal{A}$ defined in (3.1) is a contraction on $C(L, M)$. For any $\varphi, \psi \in C(L, M)$, we have

$$
\begin{aligned}
& |(\mathcal{A} \varphi)(t)-(\mathcal{A} \psi)(t)| \\
& \leq \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi-\psi\|
\end{aligned}
$$

Thus

$$
\|\mathcal{A} \varphi-\mathcal{A} \psi\| \leq \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\|\varphi-\psi\|
$$

Hence, $\mathcal{A}$ is a contraction mapping by (3.4). Therefore, by the contraction mapping principle, we conclude that the problem (1.1) has a unique mild positive solution $x \in C(L, M)$.

Theorem 3.5. Suppose that the hypotheses of Theorem 3.4 are satisfied. Then, the unique mild positive solution of (1.1) depends continuously on the function $f$.
Proof. Let $f_{1}, f_{2}:[1, T] \times \mathbb{R}^{N} \rightarrow[0,+\infty)$ two continuous functions. By Theorem 3.4. there exist two unique corresponding functions $x_{1}, x_{2} \in C(L, M)$ such that
$x_{1}(t)=1+\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f_{1}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \frac{d s}{s}$,
and

$$
x_{2}(t)=1+\frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} f_{2}\left(x_{2}^{[0]}(s), x_{2}^{[1]}(s), x_{2}^{[2]}(s), \ldots, x_{2}^{[N]}(s)\right) \frac{d s}{s}
$$

So, we obtain

$$
\begin{aligned}
& \left|x_{2}(t)-x_{1}(t)\right| \\
& \left.\leq \frac{1}{\Gamma(\alpha)} \int_{1}^{t}\left(\log \frac{t}{s}\right)^{\alpha-1} \right\rvert\, f_{2}\left(x_{2}^{[0]}(s), x_{2}^{[1]}(s), x_{2}^{[2]}(s), \ldots, x_{2}^{[N]}(s)\right) \\
& -f_{1}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \left\lvert\, \frac{d s}{s}\right.
\end{aligned}
$$

But

$$
\begin{aligned}
& \mid f_{2}\left(x_{2}^{[0]}(s), x_{2}^{[1]}(s), x_{2}^{[2]}(s), \ldots, x_{2}^{[N]}(s)\right) \\
& -f_{1}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \mid \\
& =\mid f_{2}\left(x_{2}^{[0]}(s), x_{2}^{[1]}(s), x_{2}^{[2]}(s), \ldots, x_{2}^{[N]}(s)\right) \\
& -f_{2}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \\
& +f_{2}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \\
& -f_{1}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \mid .
\end{aligned}
$$

By using (2.1) and Lemma 2.6. we get

$$
\begin{aligned}
& \mid f_{2}\left(x_{2}^{[0]}(s), x_{2}^{[1]}(s), x_{2}^{[2]}(s), \ldots, x_{2}^{[N]}(s)\right) \\
& -f_{1}\left(x_{1}^{[0]}(s), x_{1}^{[1]}(s), x_{1}^{[2]}(s), \ldots, x_{1}^{[N]}(s)\right) \mid \\
& \leq\left\|f_{2}-f_{1}\right\|+\sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\left\|x_{2}-x_{1}\right\| .
\end{aligned}
$$

Then

$$
\left\|x_{2}-x_{1}\right\| \leq \frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)}\left\|f_{2}-f_{1}\right\|+\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}\left\|x_{2}-x_{1}\right\|
$$

Hence

$$
\left\|x_{2}-x_{1}\right\| \leq \frac{\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)}}{1-\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}}\left\|f_{2}-f_{1}\right\|
$$

which completes the proof.
Example 3.6. Let us consider the following nonlinear iterative fractional initial value problem

$$
\left\{\begin{array}{l}
D_{1+}^{\frac{5}{3}} x(t)=\frac{1}{5}+\frac{1}{5} \sin t+\frac{1}{8} \sin ^{2}(t) x^{[1]}(t)+\frac{1}{12} \cos ^{2}(t) x^{[2]}(t), t \in[1, e]  \tag{3.5}\\
x(1)=1, x^{\prime}(1)=0
\end{array}\right.
$$

Set $T=e, \alpha=\frac{5}{3}$ and

$$
f(t, x, y)=\frac{1}{5}+\frac{1}{5} \sin t+\frac{1}{8} x \sin ^{2}(t)+\frac{1}{12} y \cos ^{2}(t) .
$$

So,

$$
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, y_{1}, y_{2}\right)\right| \leq \frac{1}{8}\left|x_{1}-y_{1}\right|+\frac{1}{12}\left|x_{2}-y_{2}\right|
$$

hence $c_{1}=\frac{1}{8}$ and $c_{2}=\frac{1}{12}$. If $L=e$ and $M=4$ in the definition of $C(L, M)$, then $f$ is positive, $\lambda=\sup _{t \in[1, e]}\{f(t, 0,0)\}=\frac{2}{5}$ and $\zeta=\frac{2}{5}+e\left(\frac{1}{8}+\frac{4}{12}\right) \simeq 1.646$.
Thus, we get

$$
\frac{\zeta(\log T)^{\alpha}}{\Gamma(\alpha+1)}=\frac{1.646}{\Gamma\left(\frac{8}{3}\right)} \simeq 1.094 \leq L=e
$$

and

$$
\frac{\zeta(\log T)^{\alpha-1}}{\Gamma(\alpha)}=\frac{1.646}{\Gamma\left(\frac{5}{3}\right)} \simeq 1.823 \leq M=4
$$

Also,

$$
\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}=\frac{1}{\Gamma\left(\frac{8}{3}\right)}\left(\frac{1}{8}+\frac{4}{12}\right) \simeq 0.305<1
$$

Therefore, the problem (3.5) has a unique mild positive solution which depends continuously on the function $f$.

Example 3.7. Let us consider the following nonlinear iterative fractional initial value problem

$$
\left\{\begin{array}{l}
D_{1+}^{\frac{7}{4}} x(t)=\frac{1}{1+t^{2}}+\frac{\left|x^{[1]}(t)\right|+\left|x^{[2]}(t)\right|}{7 t\left(1+\left|x^{[1]}(t)\right|+\left|x^{[2]}(t)\right|\right)}, t \in[1, e]  \tag{3.6}\\
x(1)=1, x^{\prime}(1)=0
\end{array}\right.
$$

Here $T=e, \alpha=\frac{7}{4}$ and

$$
f(t, x, y)=\frac{1}{1+t^{2}}+\frac{|x|+|y|}{7 t(1+|x|+|y|)}
$$

Clearly, the function $f$ is positive continuous. Also, we have

$$
\left|f\left(t, x_{1}, x_{2}\right)-f\left(t, y_{1}, y_{2}\right)\right| \leq \frac{1}{7}\left|x_{1}-y_{1}\right|+\frac{1}{7}\left|x_{2}-y_{2}\right| .
$$

Then $c_{1}=c_{2}=\frac{1}{7}$. For $L=e$ and $M=3$ in the definition of $C(L, M)$, we get $\lambda=\sup _{t \in[1, e]}\{f(t, 0,0)\}=\frac{1}{2}$ and $\zeta=\frac{1}{2}+e\left(\frac{1}{7}+\frac{3}{7}\right) \simeq 2.053$. So, we obtain

$$
\frac{\zeta(\log T)^{\alpha}}{\Gamma(\alpha+1)}=\frac{2.053}{\Gamma\left(\frac{11}{4}\right)} \simeq 1.277 \leq L=e
$$

and

$$
\frac{\zeta(\log T)^{\alpha-1}}{\Gamma(\alpha)}=\frac{2.053}{\Gamma\left(\frac{7}{4}\right)} \simeq 2.234 \leq M=3 .
$$

Also,

$$
\frac{(\log T)^{\alpha}}{\Gamma(\alpha+1)} \sum_{k=1}^{N} c_{k} \sum_{j=0}^{k-1} M^{j}=\frac{1}{\Gamma\left(\frac{11}{4}\right)}\left(\frac{1}{7}+\frac{3}{7}\right) \simeq 0.355<1
$$

Hence, the problem (3.6) has a unique mild positive solution which depends continuously on the function $f$.

## Acknowledgement

The authors would like to thank the anonymous referee for his valuable comments and good advices.

## References

[1] Abbas, S. Existence of solutions to fractional order ordinary and delay differential equations and applications. Electron. J. Differential Equations 2011, 9 (2011), 11p.
[2] Ardjouni, A. Positive solutions for nonlinear hadamard fractional differential equations with integral boundary conditions. AIMS Math. 4, 4 (2019), 11011113.
[3] Ardjouni, A., and Djoudi, A. Existence and uniqueness of positive solutions for first-order nonlinear liouville-caputo fractional differential equations. São Paulo J. Math. Sci. 14, 1 (2020), 381-390.
[4] Ardjouni, A., and Djoudi, A. Positive solutions for first-order nonlinear Caputo-Hadamard fractional relaxation differential equations. Kragujevac J. Math. 45, 6 (2021), 897-908.
[5] Benchohra, M., Henderson, J., Ntouyas, S. K., and Ouahab, A. Existence results for fractional order functional differential equations with infinite delay. J. Math. Anal. Appl. 338, 2 (2008), 1340-1350.
[6] Cheraiet, S., Bouakkaz, A., and Khemis, R. Bounded positive solutions of an iterative three-point boundary-value problem with integral boundary condtions. J. Appl. Math. Comput. 65, 1-2 (2021), 597-610.
[7] Ibrahim, R. W. Existence of iterative Cauchy fractional differential equation. J. Math. (2013), Art. ID 838230, 7.
[8] Ki liçman, A., and Damag, F. H. M. Some solution of the fractional iterative integro-differential equations. Malays. J. Math. Sci. 12, 1 (2018), 121-141.
[9] Kilbas, A. A., Srivastava, H. M., and Trujillo, J. J. Theory and applications of fractional differential equations, vol. 204 of North-Holland Mathematics Studies. Elsevier Science B.V., Amsterdam, 2006.
[10] Podlubny, I. Fractional differential equations, vol. 198 of Mathematics in Science and Engineering. Academic Press, Inc., San Diego, CA, 1999. An introduction to fractional derivatives, fractional differential equations, to methods of their solution and some of their applications.
[11] Prasad, K. R., Khuddush, M., and Leela, D. Existence, uniqueness and Hyers-Ulam stability of a fractional order iterative two-point boundary value problems. Afr. Mat. 32, 7-8 (2021), 1227-1237.
[12] Smart, D. R. Fixed point theorems. Cambridge Tracts in Mathematics, No. 66. Cambridge University Press, London-New York, 1974.
[13] Zhao, H. Y., and Liu, J. Periodic solutions of an iterative functional differential equation with variable coefficients. Math. Methods Appl. Sci. 40, 1 (2017), 286292.

Received by the editors May 12, 2021
First published online January 27, 2022


[^0]:    ${ }^{1}$ Department of Mathematics and Informatics, Faculty of Science and Technology, University of Souk Ahras, Souk Ahras, Algeria, e-mail: abd_ardjouni@yahoo.fr
    ${ }^{2}$ Corresponding author
    ${ }^{3}$ Department of Mathematics, Faculty of Science, University of Annaba, Annaba, Algeria, e-mail: abderrahimg21@gmail.com

