Novi SAD J. MATH. VoL. 51, No. 1, 2021, 13-26
https://doi.org/10.30755/NSJOM. 08480

A modified Krasnoselskii-Mann algorithm for equilibrium
and fixed point problems for nonexpansive mappings in
Hilbert spaces

Thierno M.M. Sowlll

Abstract. In this paper, we introduce two iterative shemes (one im-
plicit and one explicit) by a modified Krasnoselskii-Mann algorithm for
finding a common element of the set of solutions of equilibrium prob-
lems and the set of fixed points of nonexpansive mappings in Hilbert
spaces. We prove that both approaches converge strongly to a common
element of the set of the equilibrium points and the set of fixed points
of nonexpansive mappings. Such common element is the unique solu-
tion of a variational inequality, which is the minimum-norm element of
the above two sets. Applications to the split feasibility problem and the
optimization problem are given. Finally, numerical example is given to
demonstrate the implementability of our algorithm.
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1. Introduction

Let H be a real Hilbert space, the associated product is denoted by (., .), the correspond-
ing norm is ||.]| and let K be a nonempty subset of H. A map T : K — H is said to be
Lipschitz if there exists an L > 0 such that

(1.1) Tz - Tyl| < Lllz —yll, V=,ye€K,

if L <1, T is called contraction and if L = 1, T is called nonexpansive.

We denote by Fiz(T) the set of fixed points of the mapping T, that is Fiz(T) = {z €
D(T) : « = Txz}. We assume that Fiz(T) is nonempty. If T' is nonexpansive mapping, it is
well known F'iz(T') is closed and convex. Historically, one of the most investigated methods
of approximating fixed points of nonexpansive mappings dates back to 1953 and is known as
Mann’s method, in light of Mann [7]. Let C be a nonempty, closed and convex subset of a
Banach space X. Mann’s scheme is defined by

{onC,

1.2
(1.2) Tnt1 = antn + (1 — an)Tzn,

where {an } is a sequence in (0, 1). But Mann’s iteration process has only weak convergence,
even in Hilbert spaces setting. Therefore, many authors try to modify Mann’s iteration to
have strong convergence for nonlinear operators (see, for example, [16, 12} [0 [§] and the
references contained in them).

In 2017, Qinwei Fana and Zhangsong Yao [6], motivated by the fact that Krasnoselskii-
Mann algorithm method is remarkably useful for finding fixed points of nonexpansive map-
ping, proved the following theorem.
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Theorem 1.1 (Qinwei Fana and Zhangsong Yao [6]). Let C be a nonempty closed and
conver subset of a real Hilbert space H1 and 6 € C, let T : C — C be such that Fiz(T) # (.
Given {an}, {Bn} and {An} in (0, 1), the following conditions are satisfied:
() lim an,=1; lim B, =1 lim X\, =1,

n— o0 n—oo n— o0

(1)) [An = Bn—1An—1|+6n < 1, 2(1*)‘”)(1*5@ = oo, (ii1) Z [An=Ant1| < oo, Z |Bn—
n=0 n=0

n=0

oo
Brt1] < oo, Z |atn — an+1] < co. Let {xzn} be generated by z1 € C and
n=0
(1 3) Yn = QnTn + (1 - an)Tmna
' Tn+4+1 = (1 - /Bn)(Anftn) + BnYn,
Then, the sequence {xn} generated by (1.3|) converges strongly to z* € Fiz(T).

However, we observe that in Theorem recursion formula studied is not simpler.
Let H be a real Hilbert space and let C' be a nonempty, closed and convex subset of H. Let
f be a bifunction of C' x C' into R, where R is the real numbers. The equilibrium problem
for f is to find = € C such that

(1.4) f(z,y) >0, VyeC.

The set of solutions is denoted by EP(f). Equilibrium problems which were introduced by
Fan and Blum and Oettli [I] have had a great impact and influence on the development
of several branches of pure and applied sciences. It has been shown that the equilibrium
problem theory provides a novel and unified treatment of a wide class of problems which
arise in economics, finance, image reconstruction, ecology, transportation, network, elasticity,
and optimization. It has been shown [I5] 1] that equilibrium, problems include variational
inequalities, fixed points, the Nash equilibrium, and game theory as special cases. A number
of iterative algorithms have recently been studying for fixed points and equilibrium problems,
see [10} 1T}, 1] and the references therein.

In 2007, Takahashi-Takahashi [13] investigated Moudafi’s viscosity method [9] for finding
a common element of the set of solutions of an equilibruim problem and the fixed points set
of a nonexpansive mapping in a Hilbert space. They proved the following strong convergence
theorem.

Theorem 1.2. [13] Let C be a nonempty, closed and convex subset a real Hilbert space H.
Let F be a bifunction from C' x C' — R satisfying the following assumptions:

(A1) F(xz,z) =0 for all x € C,

(A2) F is monotone, i.e., (Fz,y)+ F(y,z) <0 for all z,y € C;

(A3) for each z,y,z € C,

lim F(tz + (1 — t)z,y) < F(z,y)
t—0

(A4) for each z € C, y — F(z,y) is convex and lower semicontinuous.

Let f : C — C be a contraction and T : C — C be a nonexpansive mapping such that
Fiz(T)N EP(F) # 0.

Let {xn} and {un} be sequences defined iteratively from arbitrary xo € C by:

1
F(un,y) + —(y — un,un —zn) >0, Vy € C,
(15) ra
Tnt1 = anf(@n) + (1 — an)Tun,
where {an} C (0,1) and {rn} C]0, 00| satisfying:
(2) nIme an = 05 (i) Z|O¢n — ap—1| < 0.

n=0
=)

(éid) lim_infrn >0 and > rng1 = ral < oo

n=0
Then, the sequences {xn} and {un} generated by (1.5) converge strongly to x* € Fix(T) N
EP(F).
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The above results naturally bring us to the following question.

Question 1: Can we construct an iterative method based on a modified Krasnoselskii-Mann
algorithm for finding a common element of the set of solutions of equilibrium problems and
the set of fixed points of nonexpansive mappings in Hilbert spaces without imposing any
compactness condition on the mapping or the space ?

Our aim in this paper is to give affirmative answer to the question raised. Thus, we
introduce and study an implicit and explicit algorithm and prove strong convergence theorems
for approximating a common element of the set of solution of equilibrium problems and the set
of fixed points of nonexpansive mappings in Hilbert spaces. Applications are also considered.
Finally, our method of proof is of independent interest.

2. Preliminaries
We start with the following demiclosedness principle for nonexpansive mappings.

Lemma 2.1 (demiclosedness principle, Browder [2]). Let H be a real Hilbert space, K be a
closed convex subset of H, and T : K — K be a nonexpansive mapping such that F(T) # 0.
Then I — T is demiclosed; that is,

{zn} CK, zn =~z € K and (I —T)xn — y implies that (I — T)z = y.

Lemma 2.2 ([]). Let H be a real Hilbert space. Then, for any z,y € H, the following
inequality holds:
Iz + ylI* < llzl1* + 2(y, = + y).

Lemma 2.3 (Xu, [14]). Assume that {an} is a sequence of nonnegative real numbers such
that

ant1 < (1 —an)an + on  for all n > 0, where {an} is a sequence in (0,1) and {on} is a
sequence in R such that

n—00

oo o0
. On .
= _— < . = .
(a) ngzo an =00, (b) limsup o 0 or E lon| < co. Then nll}moo an =0

n=0

For solving the equilibrium problem for a bifunction f: C' x C — R, let us assume that
f satisfies the following conditions:
(A1) f(z,z) =0 for all z € C}
(A2) f is monotone, i.e., f(z,y) + f(y,z) <0 for all z,y € C;
(A3) for each z,y,z € C,

lim f(tz + (1 =)z, y) < f(=2,y);

(A4) for each z € C, y — f(z,y) is convex and lower semicontinuous.
The following lemma appears implicitly in [I].

Lemma 2.4. [1] Let C be a nonempty closed convex subset of H and let f be a bifunction

of C x C into R satisfying (A1)-(A4). Let r > 0 and © € H. Then, there exists z € C' such
that

1
f(Z,y)Jr *<y72,271> > 0, Vy eC.
r
The following lemma was also given in [2].

Lemma 2.5. [Z] Assume that f: C x C — R satisfying (A1)-(A4). Forr > 0 and x € H,
define a mapping T : H — C as follows:

To() = {z € C. fz9)+ Hly—22—2) 20, WyeC},

for all x € H. Then, the following hold:
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1. Ty is single-valued;

2. T is firmly nonezpansive, i.e., | Ty (x)—Tr(y)||? < (Trx—Try,x—y) for anyz,y € H;
3. Fiz(T,) = EP(f);

4. EP(f) is closed and convez.

Lemma 2.6. Let H be a real Hilbert space, K a nonempty, closed and convex subset of H.
Let S : K — K be a mapping such that F := EP(f) N Fiz(S) # 0. Then,

(x — STyx, ©—p) >0, Vx €K, peF.
Proof. Using the Schwartz inequality and properties of S and T , we obtain

(x —STyx, z—p) = (z—STrx+p—p, z—p)
lz —pl*> = (STr@ —p, = —p)

> e —pl? = [ISTra — pllz - p|
> e —pl? = |ITra - Topllz - p|
> e —pl? =z —pl|* > 0.
Hence, (x — STz, © —p) > 0. O

3. Implicit Method

We start with the following result.

Lemma 3.1. Let K be a nonempty, closed convex cone of a real Hilbert space H and

S : K — K be a nonezpansive mapping. Let A be a constant in (0,1) and {ri}o<t<1 be

a continuous net of positive real numbers such that tlin}) infry > 0. Let {T,,} be a mapping
—

defined as in Lemma Then, for each t € (0,1), there exists zz € K such that
zZt = t()\zt) + (1 — t)ST,at 2t.
Proof. For each t € (0,1), define the mapping S; : K — CB(K) by
Stz =t(Az) + (1 —t)STyr,z, Vz € K.
We show that S; is a contraction. For this, let =,y € K. We have
ISiz — Syl = [I[t) + (1 — O)STr,a] — [H(Ay) + (1 — ST,y
tAllz — yll + (1 = )| Try 2 — T,y
(L= (L =Ni]lle -yl

Therefore, St is a contraction. Using Banach’s contraction principle, there exists z¢ in K,
such that

ININ

(31) zZt = t()\Zt) + (1 — t)STTt Zt.

We now prove the following theorem.

Theorem 3.2. Let K be a nonempty, closed convex cone of a real Hilbert space H. Let f
be a bifunction from K x K — R satisfying (A1)-(A4), let S : K — K be a nonexpansive
mapping such that F := EP(f) N Fiz(S) # 0 and X be a constant in (0,1). Let {z¢} and
{ut} be defined implicitly by:

1
Flut,y) + —(y —u,ur — z¢) > 0, Vy € K,
(3.2) Tt
2t :t()\zt)+(1—t)5’ut.

Then as t — 0, the net {z:} defined by (3.2) converges strongly to =* € F, where x* is the
minimum-norm element of F.
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Proof.

We split the proof into four steps.

Step 1. We prove that {z;} is bounded. Let p € F. Then from u; = T}, z¢, we have

lut = pll = I Tr 2t = Trepll < llze = pll-
Using (3.2)) and the fact that S is nonexpansive, we have
6(rzr) + (1 = D) Sur —
Atllze = pll + (1 = D)[Sue — pll +¢(1 = Mllpll

Iz —pll

ININIA

which implies that

Atllze — pll + (1 = §)[|Sur — Spll + t(1 = A)|lp||

(L= @@ =Xz —pll + (1 = Mlpll,

llze —pll < lpll-

Hence, {z¢} is bounded and so is {Su¢}.
Step 2. We show that {z:} is relatively norm compact as ¢ — 0. Using (3.2) and the
boundeness of {2}, we have

(3.3) ||zt — Sut|| = t]| Az — Sue|| = 0, ast — 0.
For p € F, we have
lwe —plI> = T2 — Tr.pll?
< <Trtzt —Tryp, 2t *p>
< A{ur —p,zt —p)
1

= Sl —pl? + llze — plI* = llze — wel?)
and hence
(3.4) llue = plI> < llze — plI* — [|lze — we .

Therefore, from (3.2) and (3.4)), we get that

2 — plI*

IN A CIAIA

E(Az¢) + (1 — £)Sur — p||?

[t((Aze) — p) + (1 — £)(Sur — p)||?

(1= )| Sue — plI* + 2¢((A2t) — p, 2t — p)
(1 —t)%[Jur — plI* + 2t (2t — p, 20 — p) +2(1 — Nt(p,p — zt)
(1= 1)%(llze — pII* = ll2¢ — well®) + 2tA||z — p||?

+2a:(1 = Allplll[z¢ — pll

(=2t + %)z = plI* = (1 = O)%[lz¢ — we® + 2tA[|2¢ — p]|?

+2(1 = Ntlpllllze = pll

IN

llze = plI* + tllze = plI* = (1= )%zt — ue]|* + 2tA]lz¢ — pl|?

+2(1 = Ntlplllze — pll,

and hence

(1= 6)2[l2t — uell® < tllze — plI* + 2tA ]|z — pl* +2(1 = Ntlpl|lz¢ — pl-

17

So, we have ||zt — u¢|| = 0, as ¢ — 0. Since ||Sus — ut|| < ||z¢ — Sue|| + ||zt — wel, it follows

that
(3.5)

Let p € F. From (3.2), we have

llz —pll?

IN

li — =0.
lm [|Sue —uel| =0

(t(Az¢) + (1 — t)Sut — p, 2zt — p)
tA(zt —p,zt —p) + (1 — t)(Sut — p, 2zt — p)
—(1=Xtp,z —p)

[1— (1= Mtz — plI* = (1 = Nt(p, 2t — p).
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So,

(3.6) llz¢ = pll* < (p,p — 2t).

Now, let {tn} C (0,1) be a sequence such that ¢, — oo as n — oo. Set zp, := z¢,, and
Un = Ut, . Since H is reflexive and {un} is bounded, there exists a subsequence {un, } of

{un} which converges weakly to 2* € K. From (3.5) and Lemma[2.2] we obtain z* € Fiz(5).
Let us show z* € EP(f). It follows by (3.2) and (A2) that

1

— (Y — Un,un — zn) > f(y,un)

Tn
and hence

Up,, — 2
(Y = tny, —5——5) > f(y,uny)-
Tny,

Since -k — Mk and Up, — x*, it follows (A4) that f(y,2*) <0 for all y € K. For ¢

Ty
with0 <t <1landyé€ K, let yr =ty + (1 — t)z*. Since y € K and z* € K, we have y; € K
and hence f(y¢,z*) < 0. So, from (Al) and (A4) we have

0= flye,ye) <tf(ye,y) + (L =) f(ye,2™) < tf(ye, )

and hence 0 < f(y¢,y). From (A3), we have f(z*,y) > 0 for all y € K and hence z* € EP(f).

Therefore, z* € Fiz(S) N EP(f) = F.

Since z, — x* as k — oo, it follows from that zp, — x* as k — oco. This proves the

relative compactness of the net {z;}.

Step 3. We show that the entire net {z;} converges strongly to z* € F. We claim that the

net {z:} has a unique cluster point. From Step 2, the net {z:} has a cluster point. Now

suppose that z* € K and z** € K are two cluster points of {z¢}. Let {zn, } and {zn,} be

two subsequences of {2} such that z, — 2**, as k — oo and z,, — x**, as p — oo.
Following the same arguments as in Step 2, it follows that z*, z** € F, and the following

estimates hold:

(3.7) l[2ny —&**|1? < (@™, 2" = 204),

and

(3.8) llzn, —2*|? < (z*,z* — Znp)-
P

Letting kK — oo and p — oo in (3.7) and (3.8) gives

(39) ”:L‘* _ x**H2 S <J?**,£E** _ J?*>

and

(3.10) lo** —z*||? < (x*,2* — z**).

Adding up (3.9) and (3.10) yields
* *k (|2 * ok (12
2jz* — 2|7 <l — 2%,
which implies that x* = z**.

Step 4. Finally, we show that z* is the minimum-norm element of F.
Following the same arguments as in Step 3, it follows that

lz* = p||?> < (—p,z* —p), Vp € F.

Equivalently,
lz*||* < (p,z*), Vp € F.
This clearly implies that
l=*Il < llpll, ¥p € F.

Therefore, £* is the minimum-norm element of F. This completes the proof. O

We now apply Theorem [3:2] for solving variational inequality problems.
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Theorem 3.3. The net {z:} defined by (3.2) converges strongly to a unique solution of the
following variational inequality

(311) <$*,$*—p> S07 VPGF

Proof. 1t follows from (3.2) that,

1-—1t

m(?&’t — SUt)

z2t = —

Using Lemma [2.6] for any p € F, we have
1—-1

m(zt — Sug, 2zt —py < 0.

(zt,2¢e —p) = —

Letting t — 0, noting the fact that z; — z*, we obtain
(3.12) (2*,2* —p) <0.

Finally, we show that the uniqueness of the solution of the variational inequality (3.11]).
Suppose both z* € F and z** € F are solutions to (3.11), then

(3.13) (z*, 2" —x**) <0

and

(3.14) (z"*, " —2*) <0

Adding up and yields

(3.15) (2" —z*, 2™ —2*) <0,

which implies that z* = 2** and the uniqueness is proved. O

4. Explicit Method

We now apply Theorems and to find a common element of the set of fixed points of
nonexpansive mappings and the set of solutions of equilibrium problems.

In what follows, we use the following explicit scheme: let K be a nonempty, closed convex
cone of a real Hilbert space H and S : K — K be a nonexpansive mapping.
Let {xn} and {un} be sequences defined iteratively from arbitrary zg € K by:

1
f(umy)'f‘f@_unvun_xn) >0, Vy e K

(4.1) .
Tpt1 = an(Anzn) + (1 — an)Sun, n >0,

where {an} C (0,1), {A\n} C (0,1) and {rn} C]0, oo satisfying:

(7) nliﬁmoo o = 05 (i) Z\an —ap—1] < oo nlem An =15

n=0
o0
(éii) lim infry >0 and Zomﬂ — 7| < 005
oo "= oo
(iv) Z\)\n —An—1| < oo and Z(l — An)ap = 00
n=0 n=0

Theorem 4.1. Let K be a nonempty, closed convex cone of a real Hilbert space H. Let f
be a bifunction from K x K — R satisfying (A1)-(A4), let S : K — K be a nonezpansive
mapping such that F := EP(f)NFiz(S) # 0. Then, {zn} and {un} defined by converge
strongly to x* € F, where x* is the minimum-norm element of F.



20 T.M.M. Sow

Proof. We prove that the sequence {z} is bounded. Let p € F. Then from uy, = T}, xn, we
have
lun = pll = [ Tr 20 = T pll < ln = pll, Y0 > 0.

From (4.1)), we have

lenss —pll = llan(Anen) + (1 = an)Sun — pll
< andallen - pll + (1= An)anlpl + (1 — an)[[Sun — pll
< andallen - pll + (1= An)anlpl + (1 — an)l|Sun — Spl|
< andallen - pll + (1= An)anlpl + (1 — an)lzn — p
= 1= (= A)anlllzn — pl + (1 = An)anllpll

(4.2) lens1 — pll < max{len — pll, [plI}-

Hence, {z,} and {Sun} are bounded.
From , it follows that
lZnt1 — anll
= Jlan(Anzn) + (1 — an)Sun — an—1(An—12n-1) — (1 — an—1)Sun—1||
= JlapAn(®n — 2n—1) + an(An — Ap—1)Zn—1 + (@n — an—1)(Ap—1Tn—-1)
+ (1 — an)(Sun — Sun—1) + (an—1 — an)Sun—1]|

< an)\onn - xn—lH + (1 - an)HSUn - S’U«n—lH + Ian - an—ll()\n—l‘lz'n—lH
H1Sun—1]) + @nlAn — An—1lllen 1l
< OénAonn _xn—lH +(1_an)Hun_un—1”

+Han — an—1|(An—1llzn—1ll + [Sun—1ll) + anlrn = An—1lllzn-1]l-
Hence,
(4.3)
lzn+1 —znll < anAnllzn —zn—1ll+ (1 —an)l|un —un—1|| 4+ (lan —an—1]|+anrn —An—1]) M1,
where My > 0 is such that sup,, {||[zn—1] + [|Sun-1]} < M1.
On other hand, we have

1
(4'4) f(unvy)+r<y_unaun_$n> >0
n
and
(4.5) flunt1,y) + (Y — Un+1, Unt1 — Tnt1) > 0.

n+1

Putting y = up4+1 in (4.4) and y = u, in (4.5)), we have

1
fun, unt1) + r<un+1 — Un,Un — Tn) >0

n

and

flunt1,un) + (Un — Unt1,Unt1 — Tnt1) > 0.
Tn41

So, from (A2), we have

Un — Tn Un+1 — Tn+1
(Un+41 — un, - y>0
Tn Tn
and hence
Tn
(Un4+1 — Un, Un — Un41 + Unt+1 — Tn — rf(un-&-l — Zn41)) > 0.
n+1

Without loss of generality, let us assume that there exists a real number b such that r, > b > 0
for all n € N. Then, we have

lunt1 —unl® < (Ung1 — Un, Tng1 — Tn + (1 - )(un+1 —Tpi1))

Tn+1

IN

T
lunt1 = unll{llens1 = znl+11 = ——llun+1 — znt1l},
Tn+1
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and hence

1
[unt1 = unll < llentr = 2l + Slrns = ralllunts = 2niall
This implies that
1
(4.6) luntr = unll < lentr —@nll + Slrngs = rnlL,

where L > 0 is such that sup,, {||unt+1 — zn41]|} < L.

So, from (4.3) we have

[#nt1 —znll = andnllzn —znall+ (1 = an)(|zn —zn-1]

1
+ glrn*"'n71|lz)+(|0¢n*an71|+an|/\n*/\n71|)Ml

1
1= @ = An)an]llzn —an_1ll + (A = an) lrn = rn1lL

+  (lan —an—1| + an|An — An—1]) M

1
[1 - (1 - )\n)an”‘xn - xn—l” + g‘rn - Tn—1|L + (|an — Qnp—1
+C¥n|>\n - >\n71|)M1-

Using Lemma we deduce nll;r_‘r_loo\\xn+1 —Zn|| = 0. From (4.6)) and ngal}oovn—rn_ﬂ — 0,

we have

Ldmlunts = unll = 0.

Since n = an—1(An—12Zn—1) + (1 — an—1)Sun—_1, we have
len = Sunll < llon — Sun—1ll + [[Sun—1 — Sun||
<

an—ll‘)\n—lxn—l - Sun—l” + Hun—l - un”

From a, — 0, as n — oo, we obtain, lim |lzn — Sun|| = 0. For p € F, we have
n—-+oo
lun —=pl? = |Tr, 20 — Tr,pl?
< (Trp@n = Tryp,@n —p)
< A{un —p,xn —p)
1 2 2 2

= SUlun =plI" + llzn = plI* = llen — unl%)

and hence
lun =l < llzn — plI* = llen —un?.

Therefore, from (4.1) and Lemma we get that

[#ns1 — pll?
llan (Anzn) + (1 = an)Sun — p||

< lan((Anen) = p) + (1 = an)(Sun — p)|I?

< (1- Oén)2HS“'n -pl* + 2an{(AnZn) — P, Tny1 — p)

< (1= an)QHun —p||2 +2anAn (Tn — P Tnt1 — ) + 2(1 — An)on (P, Tnt1 — p)

< @ =an)’(len = pl* = llzn —unll?)
+2anAnllzn — pllllent1 — pl|
+2an (1 = An)lpllllzn+1 — Pl

< (1-2an+ad)llzn = plI* = (1 = an)?(lzn — unl® + 2anAnllzn — pllllens1 — 2l
+2an (1 = An)lpllllznt1 — pll

< lzn = pl? + anllzn = plI* = (1 = an)?llzn — un|® + 2020 len = pllllent1 —pll

+2an (1 = A)llpllllznt1 — 2l
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and hence
(1—an)?llzn —un|® < llzn =2l = [Znt1 — plI* + anllen — pl?
+2am [lzn — pllllzn+1 — pll + 2an|pl[|zn+1 — Pl
< lznt1 — znll{llzn — pll + 2041 — plI}

+anl|lzn = pl? + 2an|zn = plll|zni1 = pll + 20n|plllzns1 = pl-

So, we have ||zn — un| — 0, as n — oo. Since ||Sun — un|| < [|zn — Sun|| + [|Tn — un||, it
follows that

(4.7) nllﬁmQQ [[Stn — unl| = 0.

Next, we prove that limsup(z™*,z* — z,) <0, where z* = lim 2.
n—+o0o t—0
We choose a subsequence {xn, } of {x5} such that:

limsup(z*,z* — zn) = lim (¥, 2" —xn,).
n—+oo k—+o00
Since H is reflexive and {un, } is bounded, there exists a subsequence {un,  } of {un, } which
J

converges weakly to a € K. From (4.7) and Lemma [2.1] we obtain a € Fiz(S). Without loss
of generality, we can assume that up, — a. By the same argument as in the proof of Theorem
we have a € Fiz(S) N EP(f) = F. Using Theorem [3.3] we have

limsup(z*,z* —z,) = lim (z*, 2" —xn, )
n—+o0o k—+oo

= (z%,2" —a)) <0.
Finally, we show that z,, — z*. From (4.1) and Lemma we get that

|zn+1 — x*H2 = <xn+1 -z, Tpt1 — ) = anAn{Tn — T, Tpt1 — $*>
+ (A =XI)an(z", 2" —znt1) + (1 — an){(Sup — 2, zp41 — =)
< anAn{zn — 2%, xp41 — ")
T A)an(e e — an) + (1 - an)[Sun — 2 zns — 2
< anAn{zn — 2%, xp41 — ")
+ (A —=2)an{z",2* —zpt1) + (1 — an)H(Sun, Sx°)||Tn+1 — x|
< andnllzn — 2" llentr — 27|
+ (A= An)an(z™, 2" = zni1) + (1 — an)llun — 2*[l[|ongr — 27|
< D=1 =M)an]llzn — 2" lzntr — 2"+ (1 — An)an(z™, 2" — Tny1)
< LU 2 g - o)

2
+(1 - )‘n)a'ﬂ<l‘*7$* - J:n+l>7

which implies that
lensr =2 <1 = (1= An)an]lzn — ™[ +2(1 = An)an{e™, 2* — zni1).

We can check that all assumptions of Lemmaare satisfied. Therefore, we deduce z,, — x*.
This completes the proof. O

Corollary 4.2. Let K be a nonempty, closed convexr cone of a real Hilbert space H, let
S : K — K be a nonexpansive mapping such that Fiz(S) # 0. Let {zn} be a sequence
defined iteratively from arbitrary ro € K by:

(4.8) Tnt1 = an(Anzn) + (1 — an)Szpn, n >0,
where {an} C (0,1), and {\n} C (0,1) satisfying:

(i) Jim oan = 0; (id) Zomn —an-1| <00 lim An =1;
e
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(47 Z|/\n—)\n 1] < o0, Z (1= An)an = oco.

Then {xn} converges strongly to * € Fix(S), where £* is the minimum-norm element
of Fixz(S).

Proof. Put f(x,y) =0 for all z,y € K and r, = 1, we get un = xp in Theorem The
proof follows from Theorem O

Remark 4.3. Recursion formula is simpler than those of Qinwei Fana and Zhangsong
Yao [6].

Remark 4.4. In our theorems, we assume that K is a cone. But, in some cases, for example,
if K is the closed unit ball, we can weaken this assumption to the following: Az € K for all
A € (0,1) and = € K. Therefore, our results can be used to approximate common element
of the set of solutions of equilibrium problems and the set of fixed points of nonexpansive
mappings from the closed unit ball to itself.

Corollary 4.5. Let H be a real Hilbert space. Let B be the closed unit ball of H. Let f be a

bifunction from B x B — R satisfying (A1)-(A4), let S : B — B be a nonexpansive mapping

such that F := EP(f)NFiz(S) # 0. Let {zn} and {un} be sequences defined iteratively from

arbitrary xo € B by:
fun,y) + i<?J — Un,Un —Tn) >0, Vy € B

(4'9) Tn

Tn+1 = an()\nxn) + (1 - an)S’LLn, n >0,

where {an} C (0,1), {éon} C (0,1) and {rn} CJ0, 00| satisfy:

(4) lim_an = 0; (ii) > lan — an—1| < oo; dim An =1

n=0
oo
(#i) nlimw infr, >0 and Z|rn+1 —Tn| < o0
n=0

oo oo
(iv) Z\)\n — An—1| < oo and Z(l — An)ap = 00

n=0 n=0
Then, {zn} and {un} defined by (4.9) converge strongly to x* € F, where xz* is the
minimum-norm element of F.

5. Applications

The split feasibility problem. In this section, we apply our main results to solving
the split feasiblity problem. The split feasibility problem (SFP) was first introdued by Censor
and Elfving [3] in 1994. The SFP is to find

(5.1) x € K, such that Ax € Q,

where K is a nonempty, closed convex subset of a Hilbert space Hi, @ is a nonempty closed
convex subset of a Hilbert space Ha, and A : Hy — H> is a bounded linear operator.

The problem arises in signal processing and image reconstruction with particular progress
in intensity modulated therapy, and many iterative algorithms has been established for it (see
e.g [1l 2L [I5]and the reference therein). Let 2 be the solution set of the split feasibility prob-
lem.

From an optimization point of view, x* € §2 if and only if z* is a solution of the following
minimization problem with zero optimal value:

1
i h = —||Az — P Az|%.
min f(z), where f(z) := ;|| Az — PoAz||
The following lemma appears in [4].

Lemma 5.1. Given z* € H, then z* solves SFP (5.1) if and only if * is the solution of
the fized point equation x = Py (I —vA*(I — Pg)A)x, where v > 0 is a suitable constant.
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Proposition 5.2. [6] Let K be a nonempty, closed and convexr subset of a Hilbert space
Hi, Q be a a nonempty, closed and convex subset of a Hilbert space Ha, and A : Hy — Ha
is a bounded linear operator. Let Pr, Py denote the orthogonal projection onto set K, Q
respectively. Let 0 < v < %, p s the spectral raduis of A*A, and A* is the adjoint of A.

Then, the operator S := Pg (I — vA*(I — Pg)A) is nonexpansive on K.

Theorem 5.3. Let Hy and Ha be two real Hilbert spaces, A : Hi — Hs is a bounded linear
operator, and A* : Hy — Hjp be the adjoint operator of A. Let K be a nonempty, closed
convez cone of a Hilbert space Hi and f be a bifunction from K x K — R satisfying (A1)-
(A4) such that F := EP(f)NQ # 0. Let 0 < v < %, p is the spectral raduis of A*A. Let

{zn} and {un} be sequences defined iteratively from arbitrary xzo € K by:

f(un, )+*< — Un,Un — Tn) >0, Vy € K
Tpt1 = an()\nxn) + (1 —an)Px(I —vA*(I — Pg)A)un, n >0,

(5.2)

where {an} C (0,1), {An} C (0,1) and {rn} C|0, co[ satisfying:

(2) nlem o = 0; (42) Z|an —ap—1] < oo nlem An =1

n=0
oo
(#i) nliﬂmoo infr, > 0 and Z\rn+1 —rn| < o0
n=0

o0
w)Z\)\n An—1]| < 00 and Z 1—Ap)an =00

Then {zn} and {un} defined by converge strongly to x* € F, where x* is the minimum-
norm element of a common element of the set of solutions of equilibrium problems and the
set of solutions of split feasibility problems.

Proof. From Lemma we know z* € Q if and only if * = P (I —vA*(I — Pg)A)z*.
From Proposition we have that the operator S := P (I —yA*(I —Pg)A) is nonexpansive
on K. Using, Theorem4.1] we can obtain that the sequences {z } and {un } converge strongly

to a solution of (5.1J). |
Optimization problem. We now study the following optimization problem:
5.3 in h(x).
(53) min h(z)

where K is a nonempty closed convex cone of a real Hilbert space H and h : K — R is a
convex and a lower semi-continuous functional. Let us denote the set of solutions to by
Q1. Let f: K x K — R be defined by f(z,y) := h(y) — h(z). Let us now find the following
equilibrium problem: find z € K such that

(5.4) fz,y) 20,
for all y € K. It is obvious that f satisfies conditions (Al)-(A4) and EP(f) = Qi. By
Theorem we have the following theorem.

Theorem 5.4. Let K be a nonempty, closed convex cone of a real Hilbert space H. Let
h: K — R is a conver and a lower semi-continuous functional. Let S : K — K be a
nonezpansive mapping such that F := Q1 N Fiz(S) # 0. Let {zn} and {un} be sequences
defined iteratively from arbitrary ro € K by:

h(y) — h(un) + —( — Up, Un — Tp) >0, Vy € K,
Tpil = an(Anxn) + (1 — ap)Sun, n >0,

(5.5)

where {an} C (0,1), {An} C (0,1) and {rn} C|0, co[ satisfying:

(i) Jim oan = 0; (id) Zomn —an-1| <00 lim An =1;
e
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[e @)
(447) nlew infr, >0 and ZIT”'H —rn| < oo

n=0
(iv) Z\)\n — An—1| < 00 and Z(l — An)an = oo.
n=0

= n=0
Then, the sequence {xn} defined by (5.5) converges strongly to a solution of optimization

problem (5.3)).

6. Numerical example

In this last section, we discuss the direct application of Theorem @on a real line. Consider
the following:

1 1
H :Rz K= [07 1]7 f(x’y) = y2+y$72$2, Sz = 533 and TT('I) = {Z € K7 f(zyy)+7<y7
s

z,z—x) >0, Yy € K}. We can observe that Ty.(z) =

z and 0 € Fiz(S) N EP(f).

1+ 3r
1 1
Choose r =1, ay, = o and A\, = 1— \/niH Then, the scheme (4.1]) can be simplified
as
1
Up = —T
n 4 n,
(6.1)

vn+1-—1 vn+1-—1

Tpnt1 = Ty + Un, n > 0.

n+1 2vyn+1

Take the initial point g = 1, the numerical experiment result using MATLAB is given by
Figure 1, which shows the iteration process of the sequence {z,} converge strongly to 0.
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7. Conclusion

In this paper, we introduce and study an iterative method based on a modified Krasnoselskii-
Mann algorithm for finding a common element of the set of solutions of equilibrium problems
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and the set of fixed points of nonexpansive mappings in Hilbert spaces without imposing any
compactness-type condition. This method can be applied in solving the relevant problem,
such as optimization problem, the split feasiblity problem (SFF), and so on.
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