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WAVELETS IN A PROBLEM OF SIGNAL
PROCESSING
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Abstract. In this work a new method is proposed for noise reduction in
speech signals in the wavelet domain. The method for signal processing
makes use of a transfer function, obtained as a polynomial combination
of three processings, denominated operators. The proposed method has
the objective of overcoming the deficiencies of the thresholding methods
and the effective processing of speech corrupted by real noises. Using the
method, two speech signals are processed, contaminated by white noise
and colored noises. To verify the quality of the processed signals, two
evaluation measures are used: signal to noise ratio (SNR) and perceptual
evaluation of speech quality (PESQ).
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1. Introduction

In speech processing, one of the factors that has been attracted interest of
the scientific community is how to reduce its present noise without deteriorating
speech quality [11]. In general, speech can be contaminated by artificial or real
noises. Given a clean signal, white or colored noise is added, resulting the noisy
signal in time domain. In this sense, noise reduction is important in the most
varied applications involving signal processing. In order to reduce noise, there
are several methods, some of them using Fourier transform [12] and others using
the discrete wavelet transform (DWT)[5, 3, 9]. The applications involving the
DWT have increased in the last years due to the form that this transform acts
on the signal that is being processed [7]. The most used noise reduction meth-
ods in the wavelet domain are the thresholding methods, because they yield
good results for signals corrupted by white noise, but they are not so efficient
when colored noise is considered. Colored noise is more common noise in real
situations. In those methods, threshold is usually calculated in silence intervals,
when speech is considered, and applied for the whole signal. The coefficients in
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the wavelet domain are compared to this threshold and those that have abso-
lute value below it are eliminated or reduced, making a linear application of this
threshold. However, such elimination frequently causes time and frequency dis-
continuities in the processed signal. Therefore, the form in which the threshold
is computed can deteriorate voice segments of the processed signal, mainly in
cases where the threshold depends strongly on the last window of the last silence
interval. In this work, the wavelet transform is applied to speech, obtaining the
signal in the wavelet domain, and the proposed methodology is applied to this
signal in order to reduce or attenuate noise without thresholding. The noise
reduction methodology proposed consists in the application of three process-
ings, denominated as partial and independent operators. The application aims
to reduce the present noise making the signal intelligible. The operators are in-
dependently generated, however the curve used for noise reduction is generated
by a combination of them, resulting in a polynomial combination. Each oper-
ator acts according to its features in voice and silence segments of the speech,
without a threshold usage. The three processings executions are condensed in
a single polynomial function, a transfer function denoted by fil, and it acts as
a filter in the speech processing. Thus, a filtering technique is introduced and
its processing makes noise elimination or reduction of noise coefficients with-
out thresholding the signal. The objective is reducing the noise and avoiding
distortions the applying a polynomial combination in the wavelet domain. The
quality of signals used for test is evaluated using two objective measures, SNR
and PESQ.

2. Proposed Methodology

The processing proposed in this work depends on the noisy signal alone or
on a combination of this with the background noise estimate. Each of these
operators is individually generated, in order to extract different characteristics
of the signal to be processed. Their polynomial combination generates a curve
used as a filter for the noise present in the signal. In equation (1) the basic
processing function is presented f(s, r), where s represents the noisy signal
and r is the noise present in the signal or even the same signal. The variable
d = d(s, r) depends on each processing type.

(1) f(s, r) =
|s|+ |r|
d(s, r)

To explain the three processing applications, consider S[n] in the wavelet do-
main, a finite length observation sequence (considered here N a power n of base
2: N = 2n) of a clean signal X[n] corrupted by addictive noise, artificial or real,
R[n], according to the following equation:

(2) S[n] = X[n] +R[n]
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The clean signal X[n] and the noise R[n] are independent random processes.
The objective is to recover the clean signal X[n] from S[n]. The three operators
will be applied to the noisy signal S[n], in the wavelet domain. The coefficients
of S[n] are given as follows.

(3) S[n] = {s0, s1, s2, . . . , sN−1}

Each processing applies different functions, here denominated operators. For the
application of the first processing, an operator called simple average operator
(SAO) is considered. The two others are noise to signal ratio a priori (SNRP)
and and noise to signal ratio a posteriori (SNRPR). Executing the operators,
in each case, gets the respective set F [n] associated to it, presented in sections
2.1, 2.2 and 2.3, respectively. The elements of the referred set are coefficients
computed according to the respective processing. The elements of each set F [n]
will be indicated by fi:

(4) F [n] = {f0, f1, f2, . . . , fN−1}

Speech noise reduction in the wavelet domain, applying the three operators,
in each case, multiplies the respective coefficients of the noisy signal by the
corresponding coefficients of F [n], according to the following equation.

(5) Ys[n] = {y0, y1, y2, . . . , yN−1}

where yi = si.fi. The elements of YS [n] are the coefficients resulting from the
characterization of the noise reduction operation. After that, the inverse wavelet
transform is applied to the coefficients YS [n] to obtain the reconstructed signal
ŷS(n) in time domain. As a result, finally, from the above operations, a polyno-
mial combination is made (equation (9)), using the operators mentioned above.
After that, a sigmoidal adjustment is performed. In sections 2.1, 2.2 and 2.3,
the operators executions are described, and in section 2.4, the polynomial com-
bination and the transfer function fil, which makes the sigmoidal adjustment,
are explained.

2.1. First Processing - SAO Operator

Let S[n] = {s0, . . . , sN−1} be a noisy signal, where N is a power n of base 2
(N = 2n), in the wavelet domain. Noise reduction is performed using the simple
average operator (SAO), whose execution is defined by the following equation,

(6) fi =
|si|+ |si+1|

2

for i = 0, . . . , N − 2 and fN−1 = fN−2. For the reduction accomplishment, an
associated signal YS [n] is generated from S[n] , also in the wavelet domain, using
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the set F [n] = {f0, . . . , fN−1} (see equation (4)). This noise reduction is made
through the simple multiplication of the respective elements si of S[n] by the
correspondents elements fi of F [n] (see equation (5)). After the noise reduction,
the signal is reconstructed from YS [n], using the inverse wavelet transform, ob-
taining ŷS(n) in time domain. The operator SAO is efficient in noise reduction,
because, although it reduces strongly the amplitude of the signal, the coeffi-
cients of the speech interval are enhanced. Thus, when multiplying si by fi, the
signal waveform is preserved, however, there is a strong amplitude reduction,
and, of course, also a strong noise reduction justified by the drastic amplitude
reduction. This strong reduction in the amplitude indicates the introduction of
distortions in voice segments, consequently, the voice coefficients are also elim-
inated. However, when it is compared to the original signal, it is possible to
verify that its waveform is preserved, which implies that significant coefficients
in the wavelet domain are preserved, although with reduced magnitude, they
are not eliminated, but attenuated. These coefficients keep the characteristics
of the signal.

2.2. Second Processing - SNRP Operator

The processing of the signal to noise ratio a priori operator (SNRP) is sim-
ilar to SAO. Considering a noisy signal S[n] = {s0, . . . , sN−1}, this operator is
defined as follows

(7) fi =
|si|

α+ |si|

for i = 0, . . . , N − 2 and fN−1 = fN−2, where α is a value between 0 and 1. To
accomplish the reduction, the adopted procedure is the same as in the previous
section, the reduction is performed by the multiplications of si by fi . This
operator also reduces the amplitude of the signal, being efficient in the noise
reduction. Although a reduction in the amplitude exists, it is not so strong as
in SAO. The SNRP operator, computed by equation (7), estimates the noise
present in each speech coefficient, this is a characteristic of the methods based
on the SNR a priori [2]. Therefore, when executing the multiplication of si by
the corresponding fi, there is distortion introduced in the voice segments. The
SNRP operator also maintains the waveform of the signal, meaning that when
applied to a signal in the wavelet domain the significant coefficients are kept or
only attenuated, however this reduction is much smaller than in the previous
operator, so that the distortions are also smaller.

2.3. Third Processing - SNRPR Operator

The signal to noise ratio a posteriori operator (SNRPR) is applied to a noise
signal S[n] = {s0, . . . , sN−1}, being (N = 2n), in the wavelet domain, using the
same procedures of SAO and SNRP, and its execution is defined by

(8) fi =
|si|

α+ |sri|
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where i = 0, . . . , N − 2 and fN−1 = fN−2, α is a value between 0 and 1, sri is
a vector of the same length as si and each component represents the average
noise in the correspondent components of the windows in the last silence interval.
Noise reduction is performed as in SAO and SNRP. It is verified, although there
is a strong noise reduction, that there is also a great distortion in voice segments.
The SNRPR operator is computed practically as SNRP, however using the noise
average of the last silence interval. This is justified principally when stationary
noise is considered, because that kind of noise can cause abrupt changes in
speech.

2.4. Processing via Polynomial Combination

The Polynomial Combination combines the three operators presented previ-
ously, in order to reduce noise and avoid distortion. The processing is the same
for voice and silence segments. Two of the presented processings reduce noise
significantly, naturally introducing strong distortion in voice intervals, because
the noise reduction is also strong in those intervals. Thus, by minimizing the
noise reduction, distortion will be minimized too, considering that noise spreads
uniformly over the signal. As an alternative for avoiding this voice distortion
a polynomial combination of the three operators presented before is performed.
Considering a signal of N = 2n coefficients, in the wavelet domain, and the
previous operators presented again, respectively, in equations (6), (7) and (8):

yj =
|sj |+|sj+1|

2

zj =
|sj |

α+|sj |

wj =
|sj |

α+|srj |

the polynomial combination proposed is the function Fcp[n] = {f1, . . . , fN−1},
whose elements fj are obtained according as

(9) fj = y3j + z2j + wj

This polynomial combination acts in the wavelet domain in the same way as
the three operators previously considered. This processing application enlarges
significantly the amplitude of the signal and, consequently, introduces strong
distortions in voice segments. This problem is caused because wavelet coeffi-
cients, after being processed by equation (9), have the magnitude out of the
interval [−1, 1], used for MATLAB wav format. In order to avoid the amplitude
enlargement, a sigmoidal amplitude adjustment is performed. The signal that
is being considered is processed using the function defined in equation (10).
The sigmoidal function has image in the interval [−1, 1], thus, this sigmoidal
adjustment keeps the amplitude of the signal in the original interval,

(10) filj =

∣∣∣∣1− e−αfj

1 + e−αfj
· 1− eαfj

1 + eαfj

∣∣∣∣
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fj is defined in (9). The objective of this adjustment is the combined use of
the three processings presented in sections 2.1, 2.2 and 2.3, maintaining the am-
plitude of the original signal. Thus, the proposed method that uses a transfer
function fil during the signal processing, acts simultaneously with the equation
(9). The function fil is generated by the multiplication of two inverse sigmoidal
related to the horizontal axis. This transfer function, fil, acts as a filter in speech
processing. But, a filter separates the signal in high and low frequencies bands,
through convolution, and it can occur in several domains. Here, the transfer
function, fil, acts in the wavelet domain as the previous processes, only multi-
plying coefficients independently of the frequency band. This method is efficient
in the noise reduction and makes a uniform reduction in the whole signal. The
amplitude of the signal neither increases nor decreases. And, although there are
differences among the two signals in the speech intervals, those differences are
minimum and do not represent distortion for the processed signal [10].

3. Results, analysis and discussion

In this section, implementations results of the proposed method and eval-
uations of the processed signals are presented. In order to verify the quality
of the processed signals, noise reduction and distortion levels are evaluated us-
ing signal to noise ratio (SNR) and PESQ (Perceptual Evaluation of Speech
Quality), proposed by ITU (International Telecommunications Union) through
recommendation P.862 in February, 2001 [1, 6, 8]. SNR is calculated according
to equation (11), its computation is performed by the rating between a voice
segment and a silence segment in each signal, according to [4]:

(11) SNR = 10log10

[∑N−1
i=0 x2

i∑N−1
i=0 r2i

]
where N is the number of samples in the chosen segment, x(n) = {xi|i = 0, . . . ,
N − 1} the samples in a voice interval and r(n) = {ri|i = 0, . . . , N − 1} the
samples in a silence interval. SNR values presented in Tables 1, 2 and 3 are
averages of the SNR values obtained by the application of equation (11) in
three segments of the speech signal. In the SNR of the processed signal should
be observed the following; if after the processing, it is very low comparing to
the SNR of the clean signal, it means that there was little noise reduction. If,
after processing, it goes much larger than SNR of the clean signal, it means
that there was great noise reduction and, possibly, the signal should be enough
distorted. Therefore, after processing, signals that have SNR close to the SNR
of the original signal are more attractive, because they indicate that the noise
reduction did not distort voice segments [11].

3.1. Signals and Results

In order to verify the efficiency of the method two speech signals were used,
A and B, recorded by a male and a female, respectively. These signals are rec-
ommended by IEEE, obtained at the site http://www.utdallas.edu/~loizou/

http://www.utdallas.edu/~loizou/speech/noizeus


Wavelets in a problem of signal processing 17

speech/noizeus. The sentences are:
Signal A - WE FIND JOY IN THE SIMPLEST THINGS.
Signal B - SHE HAS A SMART WAY OF WEARING CLOTHES.
The signals A and B were sampled at 8 kHz, with a sampling rate of 16 bits.
During the tests, files were used in it wav format, normalized in the interval
[-1,1]. These speech segments were obtained using a 256-sample Hanning win-
dow with overlap of 50 % among the segments. Using a 256-samples window,
in the wavelet domain, it is possible to decompose the signal up to 8 resolution
levels. For computational implementation MATLAB was used and the wavelet
function used in DWT was the Daubechies 10 (Daub10). Signals A and B were
corrupted by two noise types: white Gaussian and colored (car noise). Two
SNR levels were tested for each noise type, 5 dB and 10 dB. In order to verify
the level of noise reduction in the processed signals, SNR was calculated for the
clean signal, before contamination, for the noisy signal, of course it was 5 dB
or 10 dB, and, finally, for the processed signal. Table 1 shows SNRs, in dB, for
clean signals.

As an illustration, Figure 1 displays the waveforms of signal A clean and

SNR
Signal A 45.922
Signal B 41.754

Table 1: SNR for the clean signals

processed by the proposed method, corrupted by white noise (10 dB), where n
is the number of samples and AN is the numeric amplitude signal.
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Figure 1: Signal A (10 dB): Clean signal (blue) and processed signal
by the proposed method (red)(white noise)

Tables 2 and 3 show SNRs, in dB, for the processed signals corrupted as
mentioned previously, using the proposed method, with SNRs of 5 dB and 10
dB, respectively. SNR is an objective measure used to measure noise in the
signal.

http://www.utdallas.edu/~loizou/speech/noizeus
http://www.utdallas.edu/~loizou/speech/noizeus
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White noise Colored noise
Signal A 19.851 10.880
Signal B 15.765 23.209

Table 2: SNR for the processed signals (5 dB)

White noise Colored noise
Signal A 46.635 33.528
Signal B 39.382 34.151

Table 3: SNR for the processed signals (10 dB)

SNR does not measure the intelligibility of a signal, but indicates its noise
reduction level after processing. Thus, having three signals; reference (clean),
noisy and processed, an effective noise reduction, should present close SNR
values for clean and processed signals. When clean and processed signals have
very different values of SNR, it means that: either there was a strong noise
reduction and, consequently, distortion introduction or there was weak noise
reduction and the intelligibility of the signal is still committed. The results
presented in Table 3, mainly for white noise, show that the two signals had a
significant level of noise reduction, meaning noise reduction without distorting
the signal, because their SNR are close to the SNR of the clean signals. For
colored noise, the variations of SNR of the processed signals were around 74 %
to 82 % comparing to the SNR of the clean signals, respectively. The results
already presented in Table 2 show that the two processed signals present SNR
below 50 %, except for the signal B corrupted by colored noise which has SNR
close to 50 %, but above, when compared to the clean signals. However, the
SNR values obtained by the proposed method indicate noise reduction without
introducing strong distortions in the processed signals. Table 5 presents PESQ
results for the processed signals corrupted by white and colored noises with 5 dB
and 10 dB SNRs, respectively. PESQ results for noisy signals, before processing,
are presented in Table 4. The largest score that PESQ attributes to a signal is
4.5 and signals with PESQ scores starting from 3 are considered as good quality
signals. PESQ scores for the processed signals A and B with 10 dB SNR, in
Table 5, are greater than 3, except for colored noise corrupted signal B, but
it is very close to 3, indicating that it is good for audition. PESQ scores for
the processed signals A and B when SNR is 5 dB are all close to 3. Although
below 3, when compared to the noisy signal, it can be verified that there was a
significant improvement in their PESQ scores, reducing the noise without less
distortion.

Observing Figure 1, it can be seen that the method produces a uniform noise
reduction along the signal and, comparing processed and clean signals, there is
no distortion introduction in the voice segments.
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White noise Colored noise
5 dB 10 dB 5 dB 10 dB

Signal A 1,805 2,273 1,950 2,220
Signal B 1,617 2,021 1,848 2,310

Table 4: PESQ for noisy signals

White noise Colored noise
5 dB 10 dB 5 dB 10 dB

Signal A 2.842 3.315 2.715 3.054
Signal B 2.448 3.065 2.708 2.992

Table 5: PESQ for processed singnals

4. Conclusions

Observing the results showed in the last section, it is possible to conclude
that the proposed method is efficient, because it performs noise reduction with-
out introducing distortions and without changing the amplitude of the processed
signal. The main objective of this method is the overcoming of the thresholding
methods drawbacks and the effective processing of real noise corrupted signals.
The main advantage of this method over the other noise reduction methods in
the wavelet domain is the use of a transfer function which does not use thresh-
old to reduce noise. This transfer function is not discontinuous and it does not
introduce distortions in voice segments of the processed signal.
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