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Abstract

In this paper we consider modified overrelaxation (MSOR)
method for solving linear interval equations. We give some suf-
ficient conditions for the convergence of interval MSOR method
for some classes of interval matrices.
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1. Introduction

Young [7] presented the MSOR method and showed that some variants of
this method were faster than the SOR method. )

In this paper we will consider the interval version of the MSOR method
and we will establish some sufficient conditions of convergence for this method.

Let us consider the linear interval equations
Az =b, where A€ IR™ 0¢ A;;,i€ N,z,be IR™.
D, T,

51 D
interval nonsingular diagonal matrices of order k£ and n — k, respectively.

Let A = ] and w,w’ € R, w # 0, where D and D, are square

In order to approximate the solution of Az = b, we have the MSOR
method given by

(1.1) 2D = M, 2D 4 dy, e, 0= 0,1,
with
My = (D —w'$)7(1 — w)D + (w — w')R + wT]

where b = [by,b3]7 is partitioned in accordance with the partioning of A,

Dby o o o o -1 ~[o o
D‘{o 02]’5‘[—51 0]’T‘[00 ]’R“[o 02} and

-Di' b ]

_ eyl
dw,m’ = ’UJ(D w S) [ __Dz—l bs

In the seguel we need some definitions and results presented in [4].

Let us first consider the following notations: JR™™ is the set of all interval

matrices B N
X:=[X,X]={X € R"™|X <X <X},

where X, X € R™*, X < X.

IR™ is the set of all interval vectors

T = [g, 1_)] = {5 € Rnl£§ ES :1_7},
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where 2,7 € R™, z < .
QY := [infzex Z,sup ey Z] for a bounded set & of R™™,
Forall X,Y € IR™™ and z € IR" we have

X1Y=0{X+Y | XeX,V eV},
XY =0{XY | X e X,Y e Y},
X 1i=0{XYX e X},
|X| := sup{| X] | X € X},
(c) = int{J2] [z € 2},
(X) := («F;), where zj; = (Xi),
e = —| Xyl i # 4, X = (X)),
p(X) := max{|A| |A is an eigenvalue of X},
N :={1,2,...n},

N(i):= N\ {i},
Ny :={1,2,...k},
Ny:= N\ Ny,
P(M):= Z |m;;l,i € N,
JEN(Y)
P} (M):= 3 |myli€ N,
JEN()
P o(M):=aP,(M)+ (1- a)P/(M), i€ N and a € [0,1],
m; = P (M),

Cy:={X € IR" : {Xi;) > P;o(X), with @ €[0,1},0 ¢ X;;,i € N}.

Definition 1. [{] A square matriz X € IR™" is an H - matriz if (X)u > 0
for some positive vector u € R™.

It is clear that X € C,; then X is a H - matrix and if X € C; with
a =1, X is a strictly diagonally dominant matrix.

We will need also the following results:
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Lemma 1. [{]If X € IR™ is an H - matriz, then | X ! < (X1).

Lemma 2. [{] Let G,H € IR™" satisfy p(|G||H|) < 1. Then for any
¢ € IR™, the following statements hold:

(i) The equation ¢ = G(Hz + ¢) has a unique solution ¢ € I R™.

(ii) For any starting vector z(©) € TR", the iterative method
gkt1) = G(H:v(k) +c¢), k=0,1,...
converges to the solution x of z = G(Hz + ).

(3i) If 1) C 2(0) then for allk > 1, & C 28} C 2k-1) C ... C 2.
() If 200 C 2V, then for all k > 1, 200 C ... C 21 C () C g.

2. Convergence Conditions

In this section we will establish some sufficient conditions of convergence for
the interval MSOR method when the matrix Ae IR™" belongs to the class
C1.

If we denote by

(1—w)Dy —wTi
(2.1) B*=(1-w)D+(w—-w")R+wT = ,
0 (1 - ’w’)Dz
we have
(2.2) 7 M, = (D - w'S)"'B*.
Let
(2:3.) M = (D - 'S !B,

§ = i_a(S) and ¢; = P, o(T).
If A(;;) — |w'|3; > 0, © € N, then it holds

(2.4.) p(M) < max{ry, 72}
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where

[1 —w||A,,|+w|t and ll —’w“Agg|+’w|t~.5
n T2 == max e .
e (An) - [w']E €N (Ag) — |w!|3;

Proof. Let A be an eigenvalue of M, then we have
det(Al — M) =0,
which is equivalent to
(2.5.) detC = 0
with C = A(D) — A|w'||S] — | B*|.
Let us suppose that (2.4) is not valid, then we have
Al ((Ai) = [w'13) > |1 - w|[Aa] + [wlti, i€ Ny,

and
o ((Au) — [w'|3:) > |1 — w'[|As| + |wlt;, i€ Ny,

or equivalently
IA(Ai) = 11— w]|Ai| > [0/ [|IME + |wlti, i€ Ny,

and
|Al(Ai) — |1 — w'|Ai > |M]|w'|& + |wlti, ©€ N,.

These last relations imply

IM(Ai) — 11— wl|Ail] > [w'|AlS + [wlE:, 1€ Ny,

and
(M (Az) = 11 = w|[Axll > [A|w|8; + [wlt;, i€ N
As
Cn—’\( ) |1_w||Au|7 eNla
and
_’\( ) Il_wllAn|7 7'€N2
we have

leis| > Pio(C), € N, for some « € [0,1],
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So, by [2] C is a nonsingular matrix, which is a contradiction. O

Let us denote

[Aul - (Au) + wi;

P(w) = - , 1€ Ny,

Pt (w) = {Aii) — |Aii|;w(|Aii| - fi, i€ Ny,
#2(w) = | Al l:lifl“i)g: “’{", i € Ny,
diy =« Pt B (A4 B)
Q0 = |_A“|_"_;<_@2_, tEN,

|Aiil — 2 = &
ol = lAi-i|lZ"<| ; ,ie Ny,

Ay) —35; .
Q?:L%, 'LENg.

In the following theorem we will use these functions to define the area
of convergence of the interval MSOR method.

If the matrix A belongs to the class €, then, for any starting vector
2(© ¢ R”, the interval MSOR method is convergent, i.e.,

e®) o g% e IRk — ),

if

(2.6) Qo < w < min{Q,;, Dy},

and

(2.7) go(w) < w’ < min{g1(w), g2(w), ga(w)},
where

Qo = meaj\),(Q?, Q= 115111\}1 l,

Qy = minien, 7, go(w) = Hl&x¢ (w),
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g(w) = mm¢ (w), g2(w) = mm¢ (w),
g3(w) = mm #3(w).

Furthermore, z 2 { | AZ =b,A € A,be b,A € R, b,% € R"}.
Proof. From Lemma 2 the interval MSOR method is convergent if p <
(|My,w|) < 1. From [4], we have
| My < (D —w'8)" (1 —w)D+ (w—w)R+ wT|.

Then p(| My |) < p(M), with M given by (2.3).

From theorem 1, u(M) < 1 if max{r1,r2} < 1 and therefore the interval
MSOR method is convergent.

Thus, we will verify that, with w and w’ given by (2.6) and (2.7), for all
1 € N, we have

(2.8) <A,','> —w'3 >0
and
(2.9) max{ry,re} < 1.

In order to prove (2.8), for all i € N, from (2.6) and (2.7) we have:

(i) For i € Ny, if w’ <1, from go(w) < w’ we get (2.8) and if w’ > 1 the
same inequality can be obtained from w’ < ga(w).

(ii) For ¢ € Ny, if w < 1, from w’ < g;(w) we obtain (2.8) and if w > 1
the same inequality can be got from w’ < g3(w).

To obtain values of w and w’ for which (2.9) is verified we have to consider
several cases:

(1) if w € (0,1} and w'(0,1] from (2.7) we have
(2.10) w' < ¢H(w),i € Ny and w’ > ¢Q(w),i € Na,

which is equivalent to (2.9).
(II) If w € (0,1} and w’ > 1, from (2.7) we have

(2.11) w' < ¢H(w),i € Ny and w' < ¢?(w), i € Na,
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therefore we get (2.9).
(L) If w > 1 and w' € [0, 1], from (2.7) we have

(2.12) w' < ¢g(w),i € Ny and w' > ¢2(w),i € Ny,

which is equivalent to (2.9).
(IV) If w > 1 and w' > 1, from (2.7) we have

(213) W' < ¢¥(w),i€ Ny and w' < ¢(w),i € Na.

In order to verify that we can always find value for w and w’ in (2.6) and
(2.7), we can firstly see that:

g1(w) < g3(w), ifw<1

and
g3(w) < g1(w), if w> 1.

We also have

Q<1< ieN, W<1<Q?icN,,
since A belongs to the class C; or which is equivalent

(Ay) —1;— 3 >0, i€ N.
Let us consider now w € (29, 1],7 € N. Now we have:
#(w) < w, i € Nyyw < ¢} (w), i € Ny and 1 < ¢?(w), i € Na.

Then it follows that

go(w) < min{g1(w), g2(w)}, if w € (Qo, 1]

Therefore, for w € (Qg, 1], we can always find values for w’ so that the
interval MSOR method is convergent.

If w € [1, min(§2y,2;}) then it holds
w € [1,07), #)(w) <1< ¢} (w), i€ Ny,

and
w € [1,0)) and #3(w) > 15 € Ny.
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As above we also conclude that for w € [1, min(Qy,Q3) we can always find
values for w’ so that the interval MSOR method is convergent.

Thus, by Lemma 2, the interval MSOR method converges to z* € IR™
for an starting vector 20 ¢ IR", ie., " = My, 0 @* + dy -

In order to prove

e*D2{5|Ai=b,Ac A beb, Ac R b%ec R"}.
following [1], let us suppose that A% = b, with A € A and b € b.
Therefore we have |
A=D+T+ S5, where De D,TeTand S€ 5.

Thus ) 5
T=MywZ+dyw?+dy,.

Choosing z(®) = # we have & = z(®) ¢ (1) and from Lemma 2 we obtain
the desired result.0

If we make & = 1 we have the following

Corollary 1. If A is a strictly diagonally dominant (SDD) matriz then
for any starting vector z(®) € IR™, the interval MSOR method is convergent

if

[Ail = (As) Al + (4Ai)
o T =S SV R TAd+ S
o M= () A+ ()
€N |Ay| ~t; — s €N (Ag) +t;

where t; and s; are the sums of the absolute values of the entries of the ith
row of the matrices T and S, respectively.

Following [1] we can extend our results for H- matrices.

Let A € IR™™ be an H - matrix and A € R™" be a positive diagonal
matrix for which AA is an SDD matrix. Then the interval MSOR method
converges to * € IR™ for any starting z(®) € TR", provided we choose w, w’
an in theorem 1, taking elements of the matrix AA instead of elements of the
matrix A. Furthermore, z* D {Z| Az = b, Ac A, beb, Z € R, b e
R™}.
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