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Abstract

Let {£(t),0 < ¢ < 1} be the mean square continuous Gaussian pro-
cess. Consider the second order process {X(t),0 < ¢ < 1} defined by
X(t) = f(&(t),t) where f is a given non-random function. In the pa-
per the orthogonal decomposition of {X(¢)} in terms of the orthogonal
decomposition of {£(t)} is determined. The case of Loeve-Karhunen
decomposition is also considered.
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1. Some properties of Hermite polynomials

Consider the Hermite polynomial of degree p of the real Gaussian variables
&, &, ..., E& =0
(1) Hy(1y- -5 6p).

Some £ in (1) may be equal. Denote by b;; = F§;€;. The explicit expression
of (1) is ,

El .- '€P - Z bi‘ljl{klv' . '€kp—2 + Zbiljlbi2j2€k1 .. '€kp—4 MR
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where the first sum is over all the combinations (¢1,71) of {1,...,p}, the
second sum is over the disjoint pairs of combinations (i1, j1), (72, j2), and so
on. For instance

Hy(€1,62) = E1&a — bra, H3(€1,82,63) = E1€283 — basby — bisba — br2és.

Also,
H,(6)=H,(&,...,8) =
N——

p times

/2] ‘
(2) =&+ l;(—l)k(% -1 ( 2’; ) bher=2k b = Eg2,

For more details on Hermite polynomials see, for example, [1].

Proposition 1. If random vectors (€1,...,&k), (M, M)y -5 (E1s -+ -, &m), k+
I+ ...+ m = p are independent, then the following factorization is valid

(3) Hp(gla"'agkanla--'anla---agla'---agm):
= Hk(fl,---,fk)Hl(nla- ..,nl)...Hm(fl,...,fm).

Proof. 1t is sufficient to prove that for the two independent vectros (&1, ..., &)
and (7,...,7m,) it holds that

H'm+n(€la s 7€m3 m,.-- ,nn) = H’m(&l, s agm)H‘n(nla te an'n')
The right hand side above is

Z b"'.7€k] * krn—2 + (771 Z c‘l.]nkl nkn-—Z + .. .) =
(”v]) (h])
=& — (Z bz]fk] .. .fkm_znl . .nn—}-z Cii Nk, - - -nkn—2€1 .. .fm)—{—. ..
(i.9) (i,7)

The expression in the last parenthesis can be put in the form
Z ai;€k . L.,
(5.4)

where a;; = b.,'j if 2,5 € {kl,. 1-7km},aij = Cjj if 4,5 € {l},“-,ln} and ai; =
0 otherwise, because of the independence of (§y,...,&,) and (m,..., 7).
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It means that this expression is the second term in the Hermite polynomial
Hopin(&y oo €myM, ..o, Mn).  We shall proceed in the same manner with
the following terms of the prod

uct H‘m(gla' --’fm)Hn(nl’n-"’?n)- a

Proposition 2.

(4) Hy(6 . 4 €)=
p!
) 2 o i el ol 6).
kit...thkn=p ki times kntimes
k; € {0,...,p}

Proof. Actually on the right hand side in (4) we have the sum of H,(¢;,,...,&;,)
over all the variations (1,...,1,) with a repetition of elements {1,...,p} p
at a time. We find, by a more tedious than difficult examination, that each
summand on the right hand side is equal to one summand in the explicit
expression of Hy(&1+. ..+ &), and inversely. After that we obtain (4), since
the Hermite polynomial is a symmetric function. a

Remark that using (3) in the case of independent &, ..., &,, we have:

(5) Hy(br 4.4 8) =) T , H;.l (1) .- Hi, (&)

One can prove (5) in another way:

It is evident that
~(»

Hy(& + &)= Z ( i ) H; (fl)Hp—i1(§2)~
11=0 1
Then, we obtain
~(r
B+t 6)= > (] ) Ho(6) Hyi (62t -+ £) =

: 11
11=0

= Z ( )Hil(fl) pz—:l ( p;-;il )Hi2(€2)Hp—i1—i2(§3+...-{-fn) =...

11 =0 i2=0
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p—i1 p—(t1+...+in_1)

SR 5 SENED DR S A ()

11=012=0 =0

The last expression is the same as (5).

2. Orthogonal decomposition

Consider the mean square continuous real Gaussian process {£(¢),0 <t <
1}. Let H be the linear closure of {£(¢),0 <t <1} andlet {m,72...}
be an orthonormal base in the separable Hilbert space H.

Then we have

(6) Et) =D @n(t)n, @n(t) =< £(1), 7 >= EE(t)nn,

n=1
uniformly in t.

Among the orthogonal decompositions of the form (6), the so-called
Loeve-Karhunen decomposition is of special interest. In this case it holds
1 S,
that (@i, ;) = [, wi(t)e;(t)dt, i # j.

Then, we have
7 - [ eenttya
( M = A ©n

with the probability one ( see, for instance, [2]).

Now, let f(z,t),—00 <z < 00, 0 <t <1 be a continuous function.
Consider the process {X(¢),0 <t < 1} defined by X(t) = f(£(t),t) as the
instantaneous transformation of {£(¢)}. Suppose that EX(t) = 0, EX?(t) <
oo for each t.

In this section we shall find the orthogonal decomposition of {X ()}
in terms of the orthogonal decomposition of {£(¢)}. We shall start from
the fact that {H,(£(t)),p = 1,2,...} 1is the complete orthogonal base in
the space of all the random variables Y(¢), EY(t) = 0,EY%(t) < oo,
measurable with respect to {(t). So we have the orthogonal decomposition

(8) X (1) = 5 ap() Hp(E(1)), |
ap(t) = EX(t)Hp(E(t)) =< X (1), Hy(E(2)) > .
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Remark that for the evaluation of a,(t), it is sufficient to find
EX(t)5(¢) _ L / ” f(z,t)z* ex {—i}dz
V2061 S0’ P17 9%

k=1,2,...,(b(t) = E€¥(2)).

From (6) we have
HE(0) = Hy(lim > etyne) = Tim (3 pu(0)me)
k=1 k=1

Keeping in  mind that Hp(a1&y,...a,8) = ay...ap,Hp(&r,...,&p), it
follows from (4)

H,,(E oe(t)e) =
. kn
Z ﬁ%l(t) @ (O H (M -5 My w3 Ty - v+ 5 T )-
ki+...+ky,=0p k; times kntimes
ki € {0,...,])}-
Since the Gaussian variables 71,7;,... are independent and (3) holds, we
obtain

9) B (Y ou(0) = 3 2y () o O (1) Hi ).

Any two random variables Hy, (m1)... H, () and  Hyg(m)... Hy ()
in (9) differ for at least one k; # k. It means that these variables are
orthogonal.
It is possible to put (9) in the following form: H,(3 T wx(t)m) = 3>°7—y Dy,
where

=2 T P AT (O @7 (O Hiy (1) . iy (0).

()
The summation 3y isoverall (ki,...,k;) suchthat ky+...+k; =p,
k; € {0,...,p} and k; #0. Thus

H(E0) = lim > D; =Y D;.
=1 7=1

We have finally
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Proposition 3. The process {X(t),0 <t < 1} has the following orthog-
onal decomposition

X(t) = Z;ozx ap(t) 2;11(2(1') E}T%‘Pllcl (...

(10) @ (O Hyy (- .. Hiy(n;))-

In the case of the Loeve-Karhunen decomposition one can find an ex-
pression analogous to (7). Namely, there is

Proposition 4. If = fol E(t)p(t)dt, then
1 1
Hy(n) = / .. / Hy(&(u1),- .-, &(uq))p(u1) - .. o(ug)duy . . . du,.
0 0

Proof. With some vague but short notations
Ho(C(w)s -+, C(ug)) = Y b(u,0)...b(w', ') (w) ... {(w'),

((u) = p(u)¢(n),b(u,v) = EC(u)¢(v).
We have ) )
/0 .. ./0 Hy(C(u1),---,C(uq))duy ... dug =

= Y 21 cwan [ i) Bl [ i) f cw)an)
([ cwidw)...( [ c(wyaw) =

=>"E®)...E(*)n...n = Hy(n). O

We obtained for the orthogonal random variables Hp, (m) ... Hg,(n;) in
(10) that
Hi, (m)-- -Hk,-(T}j) =

= (/01.,./01 Hk1(€(ul)7-.-E(ukl))ﬁol(if])...(,91(’U,k)d’u,]...dukl),__

.. .(/01 .. ./01 Hk],(f(v),...,E(vk],))cpj(vl) . ..cpj(vkj)dvl .dvkj).
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REZIME

ORTOGONALNO RAZLAGANJE TRENUTNE
TRANSFORMACHE GAUSOVOG PROCESA

Neka je {£(1), 0 < t < 1} srednje kvadratno neprekidan Gausov proces.
Posmatrajmo proces drugog reda {X(t), 0 <t < 1} definisan sa X(t) =
f(&(t),t) gde je f data neslucajna funkcija. U radu se odredjuje ortogonalno
razlaganje za {X(t)} u terminima ortogonalnog razlaganja za {£(t)}.
Takodje se razmatra slu¢aj Loev-Karunenovog razlaganja.
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