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Abstract

In the paper the example is given of the process {X(t),t > 0}
defined by X (¢) = f; JF(t; u)dW (u)({W(t)} is Winer process), having
an arbitrary finite multiplicity N and a maximal spectral type which
is absolutely continuous.
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The notions of the spectral multiplicity theory in the time-domain anal-
ysis of continuous second-order processes used in this paper are form the
classical papers [1] and [3]. Also, we shall refer to [6].

Let the process {X(t),t > 0} be a linear non-anticipative transforma-
tion of a standard Wiener process (considered as a wide-sense ma.rtmga.le)
{W(t),t > 0} ie.

) X(@) = [ i)W @), 1(5) € Lalau).

It is stated in [5] that for the arbitrary chain
(2) Fo(t) = Fi(t) = ... = Fn-1(t) (Nmay be co)
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of distribution functions ordered by absolute continuity, there exists the
process {X(t),t > 0} for which (2) is its spectral type for t > ¢, where
€ > 0 is arbitrary and fixed. We cannot see a way to remove the restriction
t > e. Paper [2] (according to [7]) contains the example of the process
{X(t),t > 0} with the multiplicity N > 1, but the spectral type of {X(¢)}
involves discontinuity points. ’ ‘

In this paper we shall give one construction of the process { X(¢)} with,
arbitrary finite multiplicity N and all of whose functions Fi(t),k = 0, N — 1
in (2) are absolutely continuous.

Let a partition of (0,00) on disjoint sets So, S1,...,5n-1 be defined by
Sk = UR _o(25TNi 9k+1+Ni] and let Ii(u),u > 0, be the indicator function
of Sk. Let I(27%t;u), u > 0, be the indicator function of (0,27%¢]. We
define the processes {Zi(t), t >0}, k=0,N —1 by

(3) Zk(t) = ./: I(27%t; u) I (u)dW (u).

Proposition 1. The processe {Z;(t)},k = 0, N — 1 are mutually orthog-
onal wide-sense martingales. Continuous functions Fi(t) = ||Zk(t)|® =
EZ}(t),t > 0, (linearly) increasie on Sq only.

Proof. Let 0 < s < t,then < Zi(s), Zx(t) >= EZ(s)Z(t) =

= Jo I(27%s; u)[(27%(t); u)I}(u)du = [J5 I(2~*s;u)lx(u)du is a function of
sonly. This means that {Z,(t)} is that wide-sense martingale. Also for k # {

and arbitrary s,t > 0 we have (Zx(s), Zi(t)) = fg I(2~*s; w)I(2~%t; w) I (w);(u)du =
0 because Ii(u)lj(u) = 0 for k # I. Finally, from the fact that t € S

is equivalent to 2-%t € S,k = 1, N — 1, we conclude that if t € Sp, then
I(27*t; ) (u) = 1 for u € (0,27%¢) N Si. Hence, Fi(t) linearly increase for

t € 5p. If t & So, then 2%t ¢ S and I(2-*t;u)I;(u) = 0 for all w > 0 i.e.

Fi(u) is constant on each interval (\I;!(2F+NF 24+14N¥] | = 5 .

There are several constructions of the continuous process {X(t)} having
{Zk (t)},k = 0, N — 1 as its innovation process:

N-1 o .
@ X =Y [ altiwiziv)
k=0
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Let H(Y;t) be the mean-square linear closure of {Y(u),u < t}. In
the Cramér-Hida representation (4) H(X;t) = ®Zf='ol H(Zy;t). Since
H(Zi;t) C H(W;1), we conclude that H(X;t) C H(W;t)or X(t) € H(W;1).
So, {X(t)} is the non-anticipative transformation (1) of {W(t)}.

One the simplest constructions of {X(¢)} is in [4): Let ¢(t),t > 0, be
a continuous function but not absolutely continuous in any interval. Then,
{X(),t > 0} defined by X(t) = L0 ¢*(t)Zk(t) is the N-ple Markov
process of the multiplicity N. In our construction, {X(¢)} is the following
non-anticipative transformation.

¢ N-1
X(t) = /o {3 HOI2Ftu) I (w)}dW (u).
k=0

Remark. For the sake of simplicity let N = 2:
(3) X(0) = 2o(8) + $()21() = [ {To(w) + o) (2”45 9) Ty ()}aW (u).

Relation (5) defines a linear transformation A of H(W;t) onto H(X ;1)
by X(t) = AW(t). But A is unbounded. Indeed, ||A(W(t+h) - W())|? =
IX@E+h)=XOU? = |1Z1(t+ ) = ZL@I® + 9*(E+ )| Z2(t + &) - Za(D)|]* +
[p(t+h) = e Z2(t)I] = Fi(t+h)— Fi(t)+*(+h)[Fa(t+h) - F(1)]* +
[e(t + h) = @(t)]*F2(2), or,for h—0

AW (t + h) - W)II?
IW(t+h) - W)l

2
. Fl(t)+§p2(t)F2l(t)+F2(t) ’1.1_% [(P(t + h;_ ¢(t)]
The last limit is oo for some {. We would mention, in connection with the
above remark, the hypothesis in [6], p.46. The simplified version of this
hypothesis is the following: Let B be a regular linear transformation ( i.e.
B and B~ are linear and bounded) defined by Y (¢t) = BW(t). Then, the
process {Y(t),t > 0} has the spectral type equivalent to the spectral type
of {W(t),t > 0} i.e. the ordinary Lebesgue measure dt.
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REZIME

PROIZVOLJNOST MULTIPLICITETA ZA JEDNU LINEARNU
NE - ANTICIPATIVNU TRANSFORMACLJU WIENEROVOG
‘ PROCESA

U radu je dat primer procesa {X(t),t > 0} definisanog sa X(t) = fo J(t; u)dW
(u), ({W (%)} je Vinerov proces) koji ima proizvoljni kona.cm multiplicitet N
i apsolutno neprekidni maksimalni spektra.lm tip. :
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