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ABSTRACT

The method of averaging functional corrections (AFC) applied to the solution of
linear systems is considered. The matrix form of this method is obtained, so that new
sufficient conditions for the corwergence of AFC method, which are weaker than the
known one, are proved.

1. INTRODUCTION

The method of averaging functional corrections (AFC) for solving a
system of linear equations

x=Ax+b, A=[ Je®", b=[bler" w
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is of the form
xeR?, X1z Ak yK) e b, k=041, (AFO)

where

n
vk = sk[l.l.....l]T € R", Sk =,1—, Z:(:xk+1 -xh
i=1

A ocomputational procedure for computing the approximations xk of
the solution of system (1) (given in [4] is:
n n

Step 0: Calculate a = Z Z ay

Er=

Step 1: If n < a stop, otherwise go to step 2;
Step 2: Choose xOEIRn;

1 n
Step 3: Calculate s =n_—aiZ:1 bi i k=0
Step 4: Calculate x**! by AFC method (3);

n n
1 k+1_ _k
Step 5: Calculate s = == a.dx - X, - 85,);
k+1~ f-a 12=1 Zj:l 1% j 5%

Step 6: Take k= k +1 and return to step 4.

2. THE MATRIX FORM OF THE AFC METHOD

We allways suppose that lal < n and we shall see this assumption is
not restrictive.
Let us denote by PER™™ the matrix, all entries of which are equal to
1. Then the AFC method can be written in the following form:
K= AR Lped o xB) e b, k=04,
ie.
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€ - lapl = -1 APxK+ b,k =04,... .

The matrix AP is of the form

a] Ql ... 31

az 32 e 32
AP= 1. . .... |,

an an . &n

where

It is easy to show that p(AP) = la|. Hence, p(},AP) < 1, the matrix E - %AP is

nonsingular and

]
€ -Lap =3 (Lap)k
k=0

Obviously,

n

and

o]
€-Lam™ = E+ LAPY (8)%=E+ FgAP.
k=0
Now, the AFC methoed has the following form:

L3S BN N (E + nL_aAp)b , k=0,1,... .

where
B = (E + 5igAP)(A - 1aP) -

After some calculations we conclude that the entries (B)ij of the matrix B are:

)

. 1 )
By =ay - 75 8101 - 8) , 1§ =12,
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where n
' — -—
a, = E au. 1=12, ..,n.

1
3. THE CONVERGENCE RESULTS

The following theorem from [2] and [4] containes the sufficient conditions
for convergence of AFC method.

M

n
THEOREM 1. Let h> 1Al , z=) lagl q=h+(1+m3
1:

1
2 1 o

21%) (1 = ‘AZ(

1 i=1

Then AFC converges for any on'R" if q<lor w<i,and n>a. il

1

[y
LA

2 2 2
- )

M
M

x
1

n n 1
0= Z(“u'ﬁ
= |

i=1

x|
L]

Note that the condition lal < n is a consequence of the assumptions of

Theorem 1.
By using our matrix presentation of the AFC method, we are

available to prove new sufficient conditions for the convergence of AFC
method, which are weaker then those two from above theorem. For example, it

is easy to see that the following Theorem is true.

THEOREM 2. If lal < n and |B|° <1 or IBly < 1, then AFC converges for
any xX° ¢ R. B '

Since the matrix B has constant r;:w sums equal to O, because for
each 1=1,2, ..., n it holds that

n
B = Day,-piga dl-al=g -a =0,
jglij gijn-a;gaj 178
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we can use the Zenger's upper bound for the spectral radius of the matrix B,
{61, [3]. and prove the following Theorem.

THEOREM 3. Let lal < n and

1
5= B),, - (B} 1.
2“‘;‘3‘ g' ik jkl ¢
Then AFC converges for any Ler.Bm

Pr o o f. Since the matrix B is a row-stochatic matrix, then for all
its eigenvalues A, different from O, holds |A| < §. Hence ¢(B) <3 < 1.[]

4. NUMERICAL EXAMPLE

The advantage of AFC method is very good seen in [2], where the
example for each AFC method converges, while the basic method does not, is
given.

Here, we shall illustrate how weaker are our convergent conditions
(Theorems 2 and 3}, then those ones from Theorem 1.

Let

070 002 0.2 0.14
002 004 004 0.06
012 004 060 008
0.14 006 008 0.30

Obviously, the condition {al < n is satisfied. We compute q = 4.5 and
1.8354, as well as {Bl_ = 1.3850, IBl, = 13333, § = 0.8364. Note that p(B)
0.629942 and p(A) = 0.8327.
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REZIME

O POSTUPKU SREDNJIH FUNKCIONALNIH KOREKCIJA
PRIMENJENOM NA LINEARNE SISTEME

U radu se posmatra numeritkeo reSavanje sistema linearnih jedna&ina
postupkom srednjih funkcionalnih korekcija. Za ta] postupak je dobijena
matrifna reprezentacija na osnovu koje su dati dovoljni uslovi konvergencije.
Ovi wuslovi su manje restriktivhi od poznatih, 3to je ilustrovano i

odgovaraju¢im numeriékim primerom.
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