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ABSTRACT

The purpose of this paper Is to solve the system of nonlinear equations Gx = 0O, where
G: R™R" is F-differentiable function and G'0) Is a symmetric positive definite matrix
for any %€R". These hypotheses imply that there exists a unique point x"€R" such that
Gx"= 0. In order to solve this problem, we use the MSORN (Modified Successive
Overrelaxation Newton) method, sufficlent conditions for global convergence of which are
ghven.

1. INTRODUCTION

We shall consider the system of nonlinear equations
Gx =0, (8§
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where G: R >R is F-differentiable function and G'(x) is a symmetric positive
definite matrix for any x€R". These assumption imply that there exists a
unique solution x*€R™, to equations Gx *= 0.

A well known method for the solving our system is the nonlinear
SOR method, which can be writen in the following form:

kel K

_Jk
1 1 4-(-:(x1 xll. ieN, ke01,.,,

where xy is the solution of the equation
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w is a real parameter, w # O and g; is the i-th component of G. In each step,
the nonlinear equations (2) can be solved, for example, by using the Newton
method. We decide-to take fust one step of Newton method, so that we obtain
the SORN (Succesive Overrelaxation Newton) method:

xOeR™, x 1 = xX - wp el | €N = (1,20} , k0,1,

where
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Note that 2 1(x) » 0 for all 1€N and x€R™. Instead of functions i (x)
e can use some posihve continuous functions di(x) 80 we obtain the Modiifed

SORN method (MSORN), see [2]:

x0er?, x 1 = xK - wpjd) | seN, k=01....,
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where

and the other notations are as above.

2. MAIN RESULT

The system (1) with symmetric positive definite Jacobian matrix has
a following proprty: there exists a strictly convex functional F: RSR, so that
%5 (y) = g,(y), yER". Hence, our method can be applied to the problem of finding
the minimum of strictly convex functional, but by using this method we can
solve the system of type (1) without knowledge the functional F. In [1] was
considered SORN method for finding minimum of strictly convex functional,
and one can consider cur MSORN method as a modification of this method.
The proof of the following Theorem about global convergence of MSORN
method is based on Theorem 1 from [1].

THEOREM. Suppose that G : R">R" is F-differentiable function and
that G(x) Is symmetric positive definite matrix for all x€R®. Assume,
further, that there are constants M,D and d such that

% (x)sM,0c¢dsdx)sD, yxeR", VieN.
axl

Then for any w€(0, 2—;}) and xoélln the iteration

xB1 = xk - optk) | seN, k=0 1,... ©)
ki _ r k+l k+1 _k kT
x -[x1 e Xgo 1 X e .xn] .

converges to the solution of Gx = 0.8
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Proof: Let F be a strictly convex functional with property (see [3])
oF
Fyfy) = 5;1(y) = gy(y), yeR".

Let F,,(y) = &Z—(y). then we have
ax1
p'(y) = E}ﬂ = M .
7 iy agly

Let zK! be a point such that

Fx¥) = Fzk) . xl';’i = z;"i 1, and xr'i # z"i"1 unless Fi(xk'i) = 0.

k. k.l

From Taylor's theorem we have, for some ak'i between x * and z"'7,

Fzkd) = Fockd ) vz fd - RoF koY +—;( 2ol - (B2 Woh

and we conclude that
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Now, the MSORN method can be written as

xOGRn. xi‘ﬂ = x}‘ + rk'i(zr'i- x i‘) '
where
ki _ wF“(u )
s kA
2d1(x )

Because of Theorem 1 from [1], for global convergence of MSORN method it is
sufficient to show that there exists t€ (0,-12]. such that t < r ki ¢ 1 -« for all
k and 1. Obviously, O < r¥! ¢ 1, so that xKeS={xeR" Flx) s F(x%)}, for all
k=0,1,2, ... . Since S is compact set, there exists a positive constant m, for



On an iterative method for solving certain nonlinear systems 5

which is F (x) 2 m, for all x and i. Let 0 « w < 2Pd =om

md + MD" If we put ¢ 5D

we can easy verify that t€(0, %) and 1 < I <1 - t, for all k and i. If

m2|2d £ @< %d we should choose t = 1 - % in order to obtain tE(O,%]

and Tt < r k.1 <1 -1 for all k and i. So, we conclude that MSORN method
converges for any x €R , if we choose w€(0, %]. O

3. NUMERICAL RESULTS

In this section, we present some numerical results in two dimensional
case. We deal with the same problem as in [1].

We wish to solve the system of equations

gl(xrxz): = arcl:g(x1 + xz) =0,

g2(x1.x2):= arctg(x1 + x2) +2x5 =0,

the solution of which is obviously [O,O]T. It is easy to see that

og
3y W T
1 1+(x1+x2)

Let dl(x) =1 and dz(x) = 2. Then with M = 3, d =1 and D = 2 assumptions of
our Theorem are satisfied and MSORN method converges for w€(0,2/3).

Let X = {x€R?: max(ix,Lix,}) < 10}, X;= {k/2, ¥2): kj = -20, -19,
-18,....-1,0, 1.2,..., 18,19,20}, Q@ = {k/8: k=1.2,....15}. The numerical experiments
show that MSORN method convergens for any starting vector from X, if o = k/8,

k=1,2,...., 13. The convergence area of SORN method for some values w€f} is
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showen in Figure 1. But, for x€X we have m = —b—i , and from Theorem we
can conclude that SORN method converges for w€(0,5—ksr). One can observe
that the convergence area of MSORN method is greater than the convergence
aree of SORN method for we0\{14/8 ,15/8}.

For each w€f) we have applied SORN and MSORN method with each
vector from X, as the starting vector. In this case, for fixed w we have 1681
different starting vectors. For esch starting vector xo is obtained the number
of iterations k = k(u.xp) necessary to achieve the numerical convergence
criterion

kalw ¢ 210
For each w€f) there is k, = min{k(w.xol : x°exh}. Table 1 gives the

numbers k.. and corresponding starting vectors for both methods SORN and
MSORN.

Table 1.
SORN MSORN
« £ % e
1/8 -55 0.0 65 0.5 -0.5 24
2/8 -3.0 0.0 36 0.5 -0.5 21
e -3.5 0.5 10 -20 -40 15
4/8 -30 05 14 -15 -25 10
5/8 -1.0 1.0 8 -1.5 -3.5 9
678 -3.5 15 1 -15 -3.5 5
78 -0.5 0.0 4 -10 -4.0 4
a8 -25 15 3 -0.5 0.0 3
9/8 -0.5 0.0 4 0.5 0.0 4
10/8 -0.5 00. 5 -1.0 0.0 6
1178 -0.5 0.0 6 -1.0 00 12
12/8 -0.5 0.0 9 -15 0.0 15
13/8 -0.5 0.0 14 -1.5 0.0 85
14/8 -0.5 0.0 2
15/8 -0.5 0.0 66
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We can note that numbers kw for MSOBRN and SORBN method are
similar for we€[1/8,10/8] . But, for small w, the numbers k, for MSORN
method are smaller than the corresponding numbers of SORN method.

4. CONCLUSIONS AND REMARKS

The MSORN method can be used for finding the minimum of strictly
convex functional. It seems to us that computational procedure for this
method is much simpler than those one from [1]. However, how long we
succesed to compare numerical results for both methods, the convergence of
the MSORN method was better.

MSORN method has three adventages connected the SORN method:
first, if w is choosen so that the global convergence is garanteed, MSORN
method might converge faster; second, if w does belong to the interval of the
global convergence, the permitted convergence area for a stafting vector can be
significantly greater in case of the MSORN method and third, the MSORN
" method can be used without knowelidge the diagonal elements of the Jacobian
matrix.

The assumptions which are related to function G can be weaker from
R to S = {xeR"| F(x) s F(x®)} if we know the functional F.

The MSORN method can be applied in order to solve nonlinear
systems, for which we don't know the functional F.
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REZIME

O JEDNOM ITERATIVNOM POSTUPKU ZA RESAVANJE ODREDENIH
NELINEARNIH SISTEMA

ReSava se sistem nelinearnih jedna¢ina Gx = 0, gde fe GR"SR?
F-diferencijabilno preslikavanje, a G'(x) simetri¢na pozitivno definitna
matrica za svako x€R™. Koristi se MSORN (Modifikovani SOR Njutnov
postupak) i daju se dovoljni uslovi za njegovu globalnu konvergenciju.
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