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INTRODUCTION

In this paper we suppose that a Riemann-Otsuki space
R-0_ (see |1] ) with the symmetric metrix tensor satisfying the

relation
(1) Dgij =0 (det(gij) # 0)

i i . . . . .
and the Pj (det(Pj) #0) as basic objects is given. By our inves~-
tigation gij and Pj satisfying throuchout the relation P;gis =
i
B Psgij'

The Otsuki“s covariant differential of a'tensor T;

by

is defined

i. k._ i/ b ‘ha 8 _ wn S A k
Tjdx i= PaP.(a T FS_ka Iy kTs)dx

i _
(2) DTj:—Vk

where the coefficients of the connections ‘T and "I and the ten-
sor P; satisfy the Otsuki“s relation (see |2| (3.13))
s s _-. 1 s

ill - P
(3) 3, P3 + P."T e~y x P] = 0.

Let as usual by x* =xl(u1,...,um) (m<n) be defined an

m-dimensional subspace S+ We suppose that the rank Hax{/an“|1=

/*

=m"’ and use the notation E;:‘= Bxl/aua. Let the metric tensor

/* In this paper Latin indices run from 1 to n, Greek indices‘a,B,...,A
run from 1 to m, but p,v,...,w run from (m+1) to n. In the following the

index runing from {(m+1) to n will be co-or contravariant so as the original
index was.
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of Sm be the projection of gij’ that is

. = i3
(4) GaB "'gijgaEB

We define, us usual, the contravariant components of GaB by G#
By

i.e. GaBG = al and the contravariant components of the projec-

tion vectors. by

o
a

(5) EX : = gabcasg:

Obviously we have Gas=gabgggg , where we use for the tangent
and normal vectors the relations

i
3

i i u i ia i

(6) EN, = 0; N,N =68 ; N, =gqg,.N ; EtS+NN. = &
oyl ply v uJ 13, a’J w3

where N. are mutually orthogonal unit vectors (see 2] and 13]).
u .

This relations are very useful.

a

8 de-

Let the P-tensor of Sm be the projection rensor P

fined by

(7) P

The covariant differential over Sm of a tensor T% of Sm we de-

B8
fine by

(8)  DTI® := v T®auY = p%"N (3 T¢ + TS 7% - % 1f)ayY
B Y B e B YN Zyn ny ¢

In |1| it was proved that the relation

n¥ o n-Q i a w0 wrnl O j k i 9 i
= + A = s A » —_—
®) "Tgy = Ty teey by UByiTkE ERE S Egy 1= Ty Eg )
*
is necessary and suficient condition to be DGaB = 0 and it is
easy to prove that the generalization
i i
*
(10) DT =gt for,
R iy 3 ®1 o 17k
%1 %k
of (22) in |1| holds if T, o= BT L.l5, T , l.e.
R T H ko %1...%

it is a tensor of Tm'
In Paragraph 1 we determine a sufficient condition,

that a subspace Sm of a Riemann-Otsuki space will be an R—Om
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and consider some conseqguences of this condition. In Paragraph
2 we consider the spaces Sn—m' orthogonal to Sm’ and determine
the coefficients of their connection. At the end we prove that
the condition considered in Paragraph 1 is sufficient for Sn-m
to be a Riemann-Otsuki space.

1. THE BASIC CONDITIONS

In /1] it was proved, thet if the covariant differen-
*
tial of T¢ , which is an element of Tm is defined by DT“:=£:DTi,

then it must be

Lo L0 i, a P )
(1.1) FB y T % Y + EBYEi (°T

o epd a3k
sy = Tk £5ERE)) -

Since we observe an Otsuki space, the connection-coefficients

* *

’Fséyand "F;z and the tensor P% must satisfy the relation ana-
logous to (3), i.e. both sides of (27) |1| must vanish. This
relationwe can write in the form

i o . a a _pi bl e @ o r _
(1.2)  PEGNT(TTg + Eg IN, = PpEN ("I, + ELINT =0 .
H H . LI U
. : ; i _ i
Using the relations (5) and Pjgis"Psgij we get
i _ o ,r _ .aeji, b
(1.3) PLET I: =G Pbgegi

or in the projection notation Pz = Gaepz . Substituting (1.3)
in (1.2) we get the condition

i b Qe p 2 a —sE(vp® 4 g® yNEY =
Pbgeﬂi | 675 (Tg Y+€BY)§3 68( rr,Y ErY)I: | 0.

In the following we suppose that

i_b.i _
(1.4) PbEeff = 0.

From (1.3) it follows that in this case P; = Pi =0, and it is
a sufficient condition for S_ that Otsuki’s relation between
o

k0o [+
coefficients of connections Tg. and‘%s v . and the tensor PB

could be satisfied.
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Now, we prove some consequences of (1.4). It is known
that in Otsuki spaces there exists a tensor Q; satisfying the

relation

i J_ i
(1.5) Pj Q; = Gs .
Let the projection of P; in the direction of the vectors ortho-
gonal to S_ be

m

W plyind
1. 1= NiN
(1.6) Pv Pjulv

* -~
Now, we suppose that there are tensors QZ and Qt so that

aXp _ <@ . MRV _ M
(1.7) PBQ GY H Pon 60

B
’
hold.

THEOREM 1.  From (1.4) it follows that Q% = Q%gigg =

-~ . B B
U= oy nd = o
and Qv Qj§i§ Qv'

Proof. Substituting (7) in (1.7), multiplying it
by gt , using the last relation of (6) and (1.4) we get

1%
Pie0f = ef . |
Multiplication by Qigz according to g;gg = 52 gives the affir-
mation of the theorem. The second part of the t@eorem follows
in the same way, but we must take the vectors Nt , instead of

i U
the El.
o
THEOREM 2.  From PE = 0 it follows that Qi = QZ =0.

Proof€£. According to the definition of PE and (1.4)

we have pP¥ = P%N.EJ =0. Multiplying it by EBQk using (6) and
B J,i°B k™ s

(1.5) we get

= p¥N, o¥
gs PpngS
Further, multiplication by Qﬁ and Ez gives
k o

S — =
ngagk Qa 0.
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THECREM 3. From the relation (1.4) it follows that
i, o ¢ B i u
PLET = PLN, = P N,
(1.8) J ng BEJ b) nt I
. a , ;e
i,a _ 0,8 i AU
£ = . N, = Q"N.
Qjﬁl 0853 Q]ul OVvJ
(1.9) % =il win =M oplp?; W =p%pS; M =pHpl
) 565 ng 3Ny Mv§] (Mj P Pyi Mg =P Pg; M =P P

The multiplication of (1.4) by Ei aocording to (10) and

(1.6) proves the statement of this theorem. Relations (1.8) and
(1.9) are very useful and they will be often applied in the fo-
llowings.

Relations (1.8) and (1.9) mean tha& they hold an eigen
quality in all the space for the vectors Ei and Ni . The sub-
) H
space Sm is an eigen space, and its orthogonal space Sn—m is
an eigen space too. If m=n -1, then relation (1.8b) is a sim-
ple eigen property. From (1.4) it follows directly that
pl = p%elef + pUnin,
] Pgta ] vy vl
and according to the statement of the Theorem 2 it follows that
i o, i u
Q. = QE E- + Q) NN,
J B70”] vy v]
One of consequences of (1.4) is that the relations (24)

and (26) of 1 are equivalent, i.e. (1.1) holds.

2. THE CONNECTION OF THE ORTHOGONAL SPACES

In this paragraph we extend the definition of covari-
ant differential B on the elements orthogonal to Sm, but defi-
ned over it. The coefficients of the connection of co- and con-
travariant part of the orthogonal space we denote by ’ASY and
"A&Y respectively. We must determine the conditions that the
Otsuki“s relation (3) between this coefficients of connections
and the tensor P]J will be satisfied. The tensor Pu is ‘the pro-
jection of the tensor P:J on the orthogonal subspace sn—m' In the
following we’con51der a covariant vector Yi orthogonal to Sm
and defined over it. It is expressible in the from
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(2.1) Yi = ﬁiYu.

*
Now we define the covariant differential DYu as a projection of
DY; onto the (n-m)-dimensional direction orthogonal to Sm’ i.e.

* ij i
2. = DY, = .
(2.2) DY g EJ Y, ﬂ DY,
According to (2) and (2.1) it follows that

Yo —oliyg.pd Y_gidy pB(up S k_ Y
DYU-g ﬂﬂpiga(aYYp)du g ﬁjpi(rakgsey ayga)Ypdu .
s " p,=" s k__
Using (6), (1.6) and the notations ga Acy' %akgsey ayga
or
s k a
2. wa- P = ("r " N - 3 N N
(2.3) Ay Y ( a kpsgy ypa)o
we get
* p wpO Y * Y
(2.4) DY = P (dY -"A'¥sdu') = V_Y du’.
i u p ey Yu

In the same way wedefine the covariant differential SYu
of a contravariant vector Y" which has the contravariant com-
ponents in the basic R-On space. Let Yi ke orthogonal to Sm .
Now we define:

(2.5) by¥ := N DY .

. ut . .

Since vl is expressible in the from Y1:=§1Y“, using (2) it is

not difficult to get, that if

a-, P ~a sk a
N°A =TT N +3 N
b VY sky EY Yy
or
. ., & s,k a
2.6 AP :=(T 5 N +3_N%)N
( ) vy skl EY N )pa

then according to (2.6) relation (2.5) has the form

’

*
H AV YPraw = v vMauY .
p Yy Y

2.7 oY = by«
Relations (2.4) and (2.7) show that in the subspace Sh-m it is
possible to define a covariant differential, like in the Otsu-
ki“s spaces [2].

Coefficients'/\.v.pY and “AJ{Yare coefficients of connec-

tions of the space S 'In this paper we consider an Otsuki

n-m’
space, and so we must determine conditions that Otsuki”s relation
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H Vau u - M. \)=
(2.8) BYP0 + P0 Av ¥ P A0 ¥ 0

will be satisfied. Substituting (2.3), (2.6) and (1.6) in(2.8),
using the fact that T % "Tjﬂ<and P% satisfy (3), we get that

ik’
it must be
. s .
i.r, (v a _ .o a _io dwa .S a -
(2.9) Prgargi av&g an)g PyEN ( . Y,ga+gaY)§a 0.

According to the supposition (1.4), using (1.3), it follows that
(2.9) is satisfied. It means, that the following holds:

THEOREM 4. The assumption (1.4) 18 a sufficient con-
dition that Otsuki s relation between coefficients of connecti-
1
on ‘A " and "Aleand the tensor Pslwill be satisfied, and so

vy

Sh-m 18 a Riemann—-0tsuki space .

After all we can define the covariant differential of
a mixed tensor involving there kinds of indices, for instance

a tensor T-%" . Now it is
JjBv
* jau ib a N u o acp , -, a _sep ,.X €. ayp
. . 1= PP F_P T + T
(2.10) DTJB\) P iPeFg OP\’(BY bno 1‘5 yTbnc X YTbY’lU
- p LAET s macp * X aep T LAEP Y
+ - T - T == T du’.
Ay vy bno Fb vy sng Fu vy “byxo Ac y bnT)
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REZIME
O ORTOGONAINIM PROSTORIMA PODPROSTORA
RIEMANN~-OTSUKIJEVOG PROSTCRA

U paragrafu 1 dati su dovoljni uslovi da je potprostor
Sm jednog Riemann-OCtsuki-evog prostora isto R-Op i date su neke po-
sledice ovog uslova. U paragrafu 2 uodeni su podprostori Sn-m
ortogonalni na Sm’ i odredjeni koeficijenti njihove koneksije
i dokazano je da su uslovi iz paragrafa 1 dovoljni da bi Sn—m

bio jedan Riemann-Otsuki-ev prostor.



