
Kragujevac Journal of Mathematics
Volume 49(3) (2025), Pages 465–484.

CONCERNING MULTIVARIATE BERNSTEIN POLYNOMIALS
AND STOCHASTIC LOGIC

YAMILET QUINTANA1,2

Abstract. Among the applications of the Bernstein polynomials in one variable
is their use in solving problems associated with stochastic computing. Taking as a
starting point the notion of stochastic logic in the sense of Qian-Riedel-Rosenberg,
the aim of this paper is to investigate some necessary and sufficient conditions
for guaranteeing whether polynomial operations can be implemented with stochas-
tic logic based on multivariate Bernstein polynomials with coefficients in the unit
interval.

1. Introduction

Stochastic computing (SC) arises as a collection of techniques to represent analog
quantities by probabilities of discrete events, or represent continuous values by means
of random bit-streams, so that complex operations can be performed by simple bitwise
operations on random pulse trains [1, 7–10, 27]. The analogy between probability
algebras and Boolean algebras [12, 13, 25] is used to obtain very simple processing
units and an adequate arithmetic. The basic operations described in the literature
are the addition and the multiplication since these are the fundamental operations
involved in neural networks and in the design of stochastic circuitry (fields in which
fertile ground has been found for applications of SC). Also, SC has been applied to
division and square-rooting [10, 33], matrix operations and decoding of low-density
parity check (LDPC) codes [11,21,23], and polynomial arithmetic [28,29].

A stochastic number can be defined as a pair (x, px), where x is a finite binary
sequence, i.e., x ∈ {0, 1}N , for some N ∈ N and px ∈ [0, 1] is the probability of
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observing a 1 at an arbitrary position of x [1, 9, 10, 24]. So, a stochastic number
is represented by a finite binary sequence (or bit-stream) in such a way that the
probability (ratio) of ‘1’ in the binary sequence is interpreted as the number itself.
The probability px is sometimes called value of the stochastic number (see, e.g., [24]).

For instance, if (x, px) is a stochastic number whose binary sequence x has N
components, of which m are equal to 1 and N − m are equal to 0, then px = m

N

and, clearly, the representation of the pair (x, px) is not unique. SC uses a redundant
number system in which there are

(
N
m

)
possible representations for each value px = m

N
.

Furthermore, a binary sequence x can only has associated probabilities in the set
{0, 1

N
, 2

N
, . . . , N−1

N
, 1}, so only a small subset of the real numbers in [0, 1] can be

expressed exactly in SC.
The main idea behind the combinational circuits design with polynomial arithmetic

of Qian et al. [28, 29] consist of the following.
(1) Take advantage -in a suitable way- of the redundancy provided by SC for

choosing binary sequences x ∈ {0, 1}N corresponding to the value px, in or-
der to make an association between x and a certain N -tuple of independent
random variables X = (X1, . . . , XN), where each component Xk has Bernoulli
distribution with some parameter pk ∈ [0, 1].

(2) Given a Boolean function y = f(x1, . . . , xN) implementing a combinational
circuit, use the association aforementioned for inducing a stochastic circuit
implemented by a function of the form Y = F (X1, . . . , XN) (see for instance,
[25]).

The passage of the Boolean function y = f(x1, . . . , xN) to the function Y =
F (X1, . . . , XN) is called stochastic logic or stochastic logic in the sense of Qian-
Riedel-Rosenberg [28,29] and the following property holds.

Theorem 1.1. ([28, Theorem 1]). Given a Boolean function f : {0, 1}N → {0, 1}.
Stochastic logic yields a polynomial in N variables F̂ given by

F̂ (a1, . . . , aN) =
1∑

i1=0
· · ·

1∑
iN =0

(
αi1...iN

N∏
k=1

aik
k

)
,

where the coefficients αi1...iN
are integers. Moreover, for each y = f(x1, . . . , xN) we

have

pY = F̂ (pX1 , pX2 , . . . , pXN
) =

1∑
i1=0

· · ·
1∑

iN =0

(
αi1...iN

N∏
k=1

pik
Xk

)
.

It is worth pointing out that to the best of our knowledge, the treatment or imple-
mentation by use of some stochastic logic of Qian-Riedel-Rosenberg type has not been
considered for Boolean maps of the form f : {0, 1}N → {0, 1}N . Thus, the following
questions related to Theorem 1.1 arise: Can Theorem 1.1 be extended in this setting?
In negative case, what is the difficult for finding such an extension? In affirmative
case, how do we characterize such an extension? In this paper, we are interested
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in the theoretical issues concern stochastic logic of Qian-Riedel-Rosenberg type. In
particular, we focus our attention on the theoretical connection between a stochastic
logic of Qian-Riedel-Rosenberg type and certain class of multivariate Bernstein poly-
nomials related with combinational circuits. So, some of aforementioned questions
will be answer in the present paper.

The outline of the paper is as follows. Section 2 contains some relevant properties of
the induced multivariate Bernstein polynomials. In Section 3 the notion of stochastic
logic of Qian-Riedel-Rosenberg type is introduced, its connection with induced mul-
tivariate Bernstein polynomials is given and our main results are stated and proved.
Finally, Section 4 is devoted to a brief additional remark on a model of stochastic logic
based on the so-called degenerate Bernstein polynomials. Throughout this paper, we
only consider combinational circuitry.

2. Multivariate Bernstein Polynomials

This section is devoted to introduce a class of multivariate Bernstein polynomials
and recall some of their structural properties. We adopt the way of writing multivariate
Bernstein polynomials used in [3]. For more details the reader can see [3], [22, § 2.9, p.
51] and the references thereof. However, before we look at this class we will recall the
definition and some algebraic and analytic properties of the Bernstein polynomials in
one variable (cf., [22, 29]).

Given n ∈ N, for f : [0, 1] → R a continuous function and t ∈ [0, 1], the nth
Bernstein polynomial of f is given by

(2.1) Bn(t) = Bn(f ; t) :=
n∑

k=0
f

(
k

n

)(
n

k

)
tk(1 − t)n−k.

The polynomials Bn(t) converge uniformly to f on [0, 1] and this fact is the key piece
for the Bernstein constructive demonstration of Weierstrass approximation theorem
[22,26].

The polynomials appearing in the formula on the right hand side of (2.1), namely;

bk(t) = bk,n(t) :=
(

n

k

)
tk(1 − t)n−k, k = 0, . . . , n,

form a basis for the space of polynomials of degree at most n with real coefficients
and the set {bk,n(t) : k = 0, . . . , n} and it is usually called Bernstein basis [5,30]. Also,
it is clear that deg(bk,n(t)) = n, for each k = 0, . . . , n.

We call Bernstein polynomial to the representation in terms of the Bernstein basis
of any polynomial P (t) of degree at most n and real coefficients. So, there exists a
unique vector (β0,0, β1,n, . . . , βn,n) ∈ Rn+1 such that

(2.2) P (t) =
n∑

k=0
βk,nbk,n(t)︸ ︷︷ ︸

Bernstein polynomial

.
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The name Bernstein polynomial for the expression on the right hand side of (2.2)
was coined by Qian et al. (cf., [28, 29]), although Farouki and Goodman [5] have
preferred to use the term Bernstein form of P (t) to refer to the same expression. By
(2.2) we have that the nth Bernstein polynomial of the function f ∈ C[0, 1] given by
(2.1) becomes in a particular case of Bernstein polynomial, for which βk,n = f

(
k
n

)
,

k = 0, 1, . . . , n.
The following results show some pertinent properties of the Bernstein basis and

polynomials.

Proposition 2.1. The Bernstein basis {bk,n(t) : k = 0, . . . , n} satisfies the following
algebraic and analytic properties [6, 29].

(i) Partition of unity property.
n∑

k=0
bk,n(t) = 1, for all t ∈ R.

(ii) Non-negativity property.
bk,n(t) ≥ 0, for all t ∈ [0, 1].

(iii) Symmetry property.
bk,n(t) = bn−k,n(1 − t), for all t ∈ [0, 1].

(iv) Recurrence formula.
bk,n+1(t) = tbk−1,n(t) + (1 − t)bk,n(t), for all t ∈ [0, 1].

(v) Unimodality or extremal property. For n ≥ 1, bk,n(t) attains a relative maxi-
mum at t = k

n
, k = 0, . . . , n.

(vi) Degree elevation property. For k = 0, . . . , n, we have

bk,n(t) = n + 1 − k

n + 1 bk,n+1(t) + k + 1
n + 1bk+1,n+1(t),

for all t ∈ [0, 1].
(vii) Representation in terms of the canonical basis of the space of polynomials of

degree at most n with real coefficients.

bk,n(t) =
n∑

j=k

(−1)j−k

(
n

j

)(
j

k

)
tj.

Proposition 2.2. Let P (t) = ∑n
k=0 βk,nbk,n(t) be a Bernstein polynomial. Then the

following properties hold [6, 29].
(i) P (0) = β0,n and P (1) = βn,n.
(ii) Inversion formula. For each 0 ≤ j ≤ n, we have

tj =
n∑

k=j

(
k
j

)
(

n
j

)bk,n(t).
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(iii) Change of basis. If P (t) has the following representation in terms of the cano-
nical basis of the space of polynomials of degree at most N with real coefficients:

P (t) =
n∑

k=0
ak,ntk,

then

βk,n =
k∑

j=0

(
k
j

)
(

n
j

)aj,n, k = 0, . . . , n.

(iv) Lower and upper bounds.
min

0≤k≤n
βk,n ≤ P (t) ≤ max

0≤k≤n
βk,n.

(v) Degree elevation procedure. For any m ≥ n, it is always possible to represent
P (t) in terms of the Bernstein basis {bk,m+1(t) : k = 0, . . . , m + 1} as follows

P (t) =
m+1∑
k=0

βk,m+1bk,m+1(t),

where the Bernstein coefficients βk,m+1 are given by

βk,m+1 =


β0,m, for k = 0,

k
m+1βk−1,m +

(
1 − k

m+1

)
βk,m, for k = 1, . . . , m,

βm,m, for k = m + 1.

(vi) (cf. [29, Theorem 1]) Uniform approximation of the Bernstein coefficients. Let
g(t) be a polynomial of degree n ≥ 0. For any ϵ > 0, there exists a positive
integer M ≥ n such that for all integer m ≥ M and k = 0, 1, . . . , m, we have∣∣∣∣∣βk,m − g

(
k

m

)∣∣∣∣∣ < ϵ,

where β0,m, β1,m, . . . , βm,m satisfy that g(t) = ∑m
k=0 βk,mbk,m(t).

Given N ∈ N and N0 = N∪{0}, to deal with multivariate polynomials we recall the
standard multi-index notation. A multi-index is denoted by ν = (ν1, . . . , νN) ∈ NN

0 .
For two given multi-indices α, ν ∈ NN

0 we write α ≤ ν if and only if αj ≤ νj,
j = 1, . . . , N . The multi-index α + ν is defined by α + ν = (α1 + ν1, . . . , αN + νN).
If α ≤ ν, the multi-index ν − α is defined by ν − α = (ν1 − α1, . . . , νN − αN). We
write

(
ν
α

)
for the multiplication

(
ν1
α1

)
· · ·

(
νN

αN

)
, whenever α ≤ ν. For ν ∈ NN

0 and
x = (x1, . . . , xN) ∈ RN a monomial in variables x1, . . . , xN of index ν is defined by

xν = xν1
1 · · · xνN

N .

We denote by PN = R[x1, . . . , xN ] the space of all polynomials of N variables with
real coefficients. Let p(x) = p(x1, . . . , xN) ∈ PN . We say that a multi-index κ =
(κ1, . . . , κN) is the multi-index of maximum degree of p(x) if κj is the maximum
degree of xj in p(x), j = 1, . . . , N (cf. [3]).
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So, the set S = {ν ∈ NN
0 : ν ≤ κ} contains all the combinations from NN

0 which are
smaller than or equal to the multi-index κ of maximum degree. Hence, p(x) can be
expressed as

(2.3) p(x) = p(x1, . . . , xN) =
∑
ν∈S

aν,κxν ,

where aν,κ ∈ R. The multivariate polynomial appearing on the right hand side of
(2.3) is called the power form of p(x).

An N -dimensional generalization of the Bernstein polynomials can be defined as
follows. Let f : [0, 1]N → R be a bounded function. The N -dimensional Bernstein of
f is given by

(2.4) Bn1,...,nN
(f ; (x1, . . . , xN)) :=

∑
ν∈S∗

f
(

ν1

n1
, . . . ,

νN

nN

)
Bν,N(x1, . . . , xN),

where S∗ = {ν ∈ NN
0 : 0 ≤ ν ≤ N}, N = (n1, . . . , nN) and Bν,N(x1, . . . , xN) =∏N

j=1 bνj ,nj
(xj).

It is well known that the N -dimensional Bernstein Bn1,...,nN
(f ; (x1, . . . , xN)) con-

verges to f((x1, . . . , xN)) at any point of continuity of this function, as all nk → ∞
(cf., [4,14]), and from (2.4) it is possible to induce a multivariate Bernstein polynomial
as follows:

(2.5) P (x) = P (x1, . . . , xN) :=
∑

ν∈S∗
cν,NBν,N(x1, . . . , xN) =

∑
ν∈S∗

cν,NBν,N(x),

x ∈ [0, 1]N , cν,N ∈ R. We call to the polynomial P (x1, . . . , xN) induced multivariate
Bernstein polynomial.

Furthermore, if x ∈ [0, 1]N and p(x) is a multivariate polynomial which is written
by means of a power form (2.3), then p(x) can be expressed in terms of an induced
multivariate Bernstein polynomial as follows.

(2.6) p(x) =
∑
ν∈S

cν,κBν,κ(x),

where the Bernstein coefficients cν,κ are given by

(2.7) cν,κ =
∑
α≤ν

(
ν
α

)
(

κ
α

)aα,κ, ν ∈ S.

The multivariate polynomial appearing on the right hand side of (2.6) is called Bern-
stein form of p(x).

3. Main Results

Given N ∈ N and (x, px) a stochastic number with x ∈ {0, 1}N . For each
k = 1, 2, . . . , N we choose pk ∈ [0, 1] and consider discrete and independent ran-
dom variables Xk having Bernoulli distribution with parameter pk, i.e., Xk ∼ Be(pk)
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(cf. [25, 31]). Since xk ∈ {0, 1}, each probability density function is given by
(3.1) P{Xk = xk} = pxk

k (1 − pk)1−xk .

We define
pXk

:= P{Xk = 1} = pk and 1 − pXk
:= P{Xk = 0} = 1 − pk, k = 1, 2, . . . , N.

Assume that a combinational circuit implements the Boolean map f : {0, 1}N →
{0, 1}N . Let (f1, . . . , fN) be the component functions of f . Thus, each Boolean
function fj : {0, 1}N → {0, 1} can be assumed as a subcircuit associated to f , j =
1, 2, . . . , N .

Given (x, px) a stochastic number with x = (x1, . . . , xN) ∈ {0, 1}N , choose an
N -tuple of discrete and independent random variables X = (X1, . . . , XN) such that
Xk ∼ Be(pk) for some pk ∈ [0, 1] and satisfying (3.1). We can associate to each
component function fj : {0, 1}N → {0, 1}, a discrete random variable Yj using that
its probability density function is uniquely determined by the given N -tuple X =
(X1, . . . , XN). More precisely, for determining pYj

:= P{Yj = 1}, j = 1, . . . , N , we
proceed as follows (cf. [25]). Since each yj = fj(x) = fj(x1, . . . , xN) ∈ {0, 1}, for
j = 1, . . . , N , we have

(3.2)

pYj
= P{Yj = 1} =

∑
x1,...,xN :

fj(x1,...,xN )=1

P{X1 = x1, X2 = x2, . . . , XN = xN}

=
∑

x1,...,xN :
fj(x1,...,xN )=1

(
N∏

k=1
P{Xk = xk}

)
.

The identity (3.2) is consequence of the independence of Xk, and since P{Xk = xk}
is either pXk

or 1 − pXk
, depending on the value of xk in the given combination.

Thus, the Boolean function fj : {0, 1}N → {0, 1} induces a function Fj acting on
the discrete and independent random variables X1, . . . , XN such that for each Yj =
Fj(X1, . . . , XN) the identity (3.2) holds. Furthermore, the random variable Yj has
Bernoulli distribution with parameter pYj

.
It is easily seen that pYj

is a multivariate polynomial with arguments pX1 , . . . , pXN
,

and if we expand (3.2) into a power form, each product term has an integer coefficient
and the degree of each variable in that term is less than or equal to 1. Hence, applying
Theorem 1.1 we have that the stochastic logic yields a polynomial in N variables F̂j

given by

F̂j(a1, . . . , aN) =
1∑

i1=0
· · ·

1∑
iN =0

(
αi1...iN ;j

N∏
k=1

aik
k

)
,

where the coefficients αi1...iN ;j are integers. Moreover, for each yj = fj(x1, . . . , xN),
j = 1, . . . , N , we have

pYj
= F̂j(pX1 , pX2 , . . . , pXN

) =
1∑

i1=0
· · ·

1∑
iN =0

(
αi1...iN ;j

N∏
k=1

pik
Xk

)
.
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We call stochastic logic of Qian-Riedel-Rosenberg type to the passage of the Boolean
map f : {0, 1}N → {0, 1}N to the map F = (F1, . . . , FN) acting on the discrete and
independent random variables X1, . . . , XN such that for each Yj = Fj(X1, . . . , XN)
the identity (3.2) holds.

We summarize the previous ideas in the following theorem.

Theorem 3.1. Given a Boolean map f : {0, 1}N → {0, 1}N . The stochastic logic of
Qian-Riedel-Rosenberg type yields a map F̂ = (F̂1, . . . , F̂N) acting on the discrete and
independent random variables X1, . . . , XN , whose component functions are multiva-
riate polynomials of the form

F̂j(a1, . . . , aN) =
1∑

i1=0
· · ·

1∑
iN =0

(
αi1...iN ;j

N∏
k=1

aik
k

)
,

where the coefficients αi1...iN ;j are integers. Moreover, for each yj = fj(x1, . . . , xN),
j = 1, . . . , N , we have

(3.3) pYj
= F̂j(pX1 , pX2 , . . . , pXN

) =
1∑

i1=0
· · ·

1∑
iN =0

(
αi1...iN ;j

N∏
k=1

pik
Xk

)
.

Example 3.1. Consider the Boolean map f : {0, 1}3 → {0, 1}3 given by

f(x1, x2, x3) = ((x1 ∧ x3) ∨ (x2 ∧ (¬x3)), x1 ∧ x3, x2 ∧ (¬x1)),

where ∧ means logical AND, ∨ means logical OR, and ¬ means logical negation.
Choose p1, p2, p3 ∈ [0, 1] and let X1, X2, X3 be three discrete and independent random
variables such that X1 ∼ Be(p1), X2 ∼ Be(p2), X3 ∼ Be(p3) whose probability
density functions satisfy (3.1). It is clear that

f1(x1, x2, x3) = (x1 ∧ x3) ∨ (x2 ∧ (¬x3)),
f2(x1, x2, x3) = x1 ∧ x3,

f3(x1, x2, x3) = x2 ∧ (¬x1).

By the definition of pYj
, j = 1, 2, 3, we have

pY1 = P{X1 = 1, X2 = 0, X3 = 1} + P{X1 = 1, X2 = 1, X3 = 1}
+ P{X1 = 0, X2 = 1, X3 = 0} + P{X1 = 1, X2 = 1, X3 = 0}

= pX1(1 − pX2)pX3 + pX1pX2pX3 + (1 − pX1)pX2(1 − pX3) + pX1pX2(1 − pX3)
= pX2 + pX1pX3 − pX2pX3 ,

pY2 = P{X1 = 1, X2 = 0, X3 = 1} + P{X1 = 1, X2 = 1, X3 = 1}
= pX1(1 − pX2)pX3 + pX1pX2pX3 = pX1pX3 ,

pY3 = P{X1 = 0, X2 = 1, X3 = 0} + P{X1 = 0, X2 = 1, X3 = 1}
= (1 − pX1)pX2(1 − pX3) + (1 − pX1)pX2pX3 = pX2 − pX1pX2 ,
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and the random variables Y1, Y2 and Y3 are given by

(3.4)
Y1 = F1(X1, X2, X3) = X2 + X1X3 − X2X3,

Y2 = F2(X1, X2, X3) = X1X3,

Y3 = F3(X1, X2, X3) = X2 − X1X2,

which confirms that (3.4) induces a map F̂ = (F̂1, F̂2, F̂3) acting on the discrete and
independent random variables X1, X2, X3, whose component functions are polynomials
in the variables (a, b, c) with integer coefficients:

F̂1(a, b, c) = b + ac − bc,

F̂2(a, b, c) = ac,

F̂3(a, b, c) = b − ab.

We now come to the second part of the main results of this section: the connection
between stochastic logic of Qian-Riedel-Rosenberg type and induced multivariate Bern-
stein polynomials. Suppose that we have a combinational circuit w = g(x1, x2, . . . , xN)
consisting of N combinational subcircuits yj = fj(x1, x2, . . . , xN), j = 1, . . . , N , and
only an N -input AND gate. Each combinational subcircuit yj = fj(x1, x2, . . . , xN)
consists of a decoding block and a multiplexing block, which transform the N inputs
{x1, . . . , xN} ∈ {0, 1} as follows: If k out of the inputs {x1, . . . , xN} of the jth de-
coding block are logical 1, then skj is set to 1 and the other outputs are set to 0,
(0 ≤ k ≤ N). So, the output of the jth decoding block is sj = (s0j, . . . , sNj). The
outputs of the jth decoding block are fed into the jth multiplexing block, as shown
in Figure 1, and they act as the selecting signals (control inputs). The data signals
(inputs) of the jth multiplexing block consist of N + 1 inputs z0j, . . . , zNj ∈ {0, 1}.

Once the jth multiplexing block is used, the Boolean function yj = fj(x1, x2, . . . , xN)
takes the form

(3.5) yj =
N∨

k=0
(zkj ∧ skj), j = 0, . . . , N,

which means that the output of the jth multiplexing block yj is set to be the input
zkj if skj = 1.

Next, the inputs of the N -input AND gate are y1, . . . , yN ∈ {0, 1} and the Boolean
function w = g(x1, x2, . . . , xN) can be expressed as

(3.6) w =
N∧

j=1
yj =

N∧
j=1

[
N∨

k=0
(zkj ∧ skj)

]
.

Using the association (3.1) for (x1, . . . , xN), (s0j, . . . , sNj) and (z0j, . . . , zNj) we
can choose discrete and independent random variables (X1, . . . , Xn), (S0j, . . . , SNj)
and (Z0j, . . . , ZNj), such that Xj ∼ Be(pj), Skj ∼ Be(p̂kj) and Zkj ∼ Be(ˆ̂pkj),
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Figure 1. Combinational circuit associated to a multivariate Bernstein
polynomial with coefficients in [0, 1].

k = 0, . . . , N , j = 1, . . . , N . Similarly, we define
pXk

:= P{Xk = 1} = pk and 1 − pXk
:= P{Xk = 0} = 1 − pk,

pSkj
:= P{Skj = 1} = p̂kj and 1 − pSkj

:= P{Skj = 0} = 1 − p̂kj,

pZkj
:= P{Zkj = 1} = ˆ̂pkj and 1 − pZkj

:= P{Zkj = 0} = 1 − ˆ̂pj,

for k = 0, . . . , N , j = 1, . . . , N .
Applying Theorem 3.1 to the Boolean map f : {0, 1}N → {0, 1}N given by

f(x1, . . . , xN) = (y1, . . . , yN), we have that the stochastic logic of Qian-Riedel-Rose-
nberg type yields N multivariate polynomials as in (3.3), such that
pYj

= F̂j(pX1 , . . . , pXN
), j = 1, . . . , N .

Let W be the discrete random variable associated to Boolean function
w = g(x1, x2, . . . , xN) by means of

P{W = 1} =
∑

x1,...,xN :
g(x1,...,xN )=1

P{X1 = x1, X2 = x2, . . . , XN = xN}.

We define pW := P{W = 1} and 1 − pW := P{W = 0}. According to (3.6) and
Theorem 3.1 we have

(3.7) pW =
N∏

j=1
pYj

=
N∏

j=1
F̂j(pX1 , . . . , pXN

).
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Let us consider the polynomial qj(t) given by

qj(t) = F̂j(t, t, . . . , t︸ ︷︷ ︸
N−times

), j = 0, . . . , N.

Assume that pX1 = · · · = pXN
= t0, since skj is set to 1 if and only if k out of N

inputs of the jth decoding block are 1, the probability that Skj is 1 is (see, e.g., [1,
pp. 10–11]):

pSkj
= P{Skj = 1} =

(
N

k

)
tk
0(1 − t0)N−k = bk,N(t0), k = 0, . . . , N.

Now, assume that pZkj
= βj

k,N . Then

(3.8) pYj
= P{Yj = 1} =

N∑
k=0

P{Yj = 1|Skj = 1}P{Skj = 1},

but from (3.5) is deduced that Skj = 1 implies Yj = Zkj, so

(3.9) P{Yj = 1|Skj = 1} = P{Zkj = 1} = pZkj
= βj

k,N .

By (3.8) and (3.9) we obtain

qj(t0) = pYj
=

N∑
k=0

βj
k,Nbk,N(t0), j = 1, . . . , N,

and (3.7) becomes

pW =
N∏

j=1

N∑
k=0

βj
k,Nbk,N(t0).

Therefore, under the constrains imposed by us, each combinational subcircuit yj =
fj(x1, x2, . . . , xN) would require that qj(t) be a Bernstein polynomial whose coeffi-
cients βj

k,N belong to [0, 1], (cf., [28–30]). Consequently, the combinational circuit
w = g(x1, x2, . . . , xN) would require an induced multivariate Bernstein polynomial
P (x1, . . . , xN) such that

P (x1, . . . , xN) =
N∑

k=0
· · ·

N∑
k=0

ck,NBk,N(x1, . . . , xN),

where ck,N = ∏N
j=1 βj

k,N , Bk,N(x1, . . . , xN) = ∏N
j=1 bk,N(xj), for k = 0, . . . , N and

multi-index of maximum degree N = (N, . . . , N). That is, the combinational circuit
w = g(x1, x2, . . . , xN) would require that P (x1, . . . , xN) be an induced multivariate
Bernstein polynomial whose coefficients ck,N are expressed as a product of N real
numbers belonging to [0, 1]. Thus, we have the following theorem.

Theorem 3.2. Let P (x1, . . . , xN) be an induced multivariate Bernstein as in (2.5)
such that

(i) the components of its multi-index of maximum degree N are equal;



476 Y. QUINTANA

(ii) its Bernstein coefficients satisfy that cν,N = ∏N
j=1 βj

k,N with ν = (k, . . . , k),
k = 0, . . . , N .

If all the factors βj
k,N belong to [0, 1], then we can design a stochastic logic of Qian-

Riedel-Rosenberg type to compute P (x1, . . . , xN).

A multivariate polynomial can be represented in a power form as (2.3). If it can be
converted into an induced multivariate Bernstein polynomial satisfying the hypothesis
of Theorem 3.2, then the preceding arguments show us how to implement it with
stochastic logic of Qian-Riedel-Rosenberg type. The following result describes such a
class of induced multivariate Bernstein polynomials.

Theorem 3.3. Let N be any fixed positive integer. If qj(t) is a polynomial such that
some of the following conditions is satisfied:

(i) qj(t) is identically equal to 0 or to 1, j = 1, . . . , N ;
(ii) for any t ∈ (0, 1) we have 0 < qj(t) < 1, with qj(0) ≥ 0 and qj(1) ≤ 1, for all

j = 1, . . . , N .
Then for x ∈ [0, 1]N the multivariate polynomial q(x) given by

(3.10) q(x) = q(x1, . . . , xN) =
N∏

j=1
qj(xj)

can be converted into an induced multivariate Bernstein polynomial as in Theorem
3.2 with Bernstein coefficients expressed as a product of N real numbers belonging to
[0, 1].

Reciprocally, if q(x) can be converted into an induced multivariate Bernstein polyno-
mial as in (2.5) with Bernstein coefficients expressed as a product of N real numbers
belonging to [0, 1], then the polynomials qj(t) satisfy (i) or (ii), j = 1, . . . , N .

Proof. We begin by noting if qj(t) = 0 for every t ∈ [0, 1], j = 1, . . . , N then taking
βj

k,N = 0, for k = 0, . . . , N, j = 1, . . . , N,

cν,N =
N∏

j=1
βj

k,N = 0, with ν = (k, . . . , k), k = 0, . . . , N, and N = (N, . . . , N),

it follows that

qj(t) =
N∑

k=0
βj

k,Nbk,N(t) = 0, for every t ∈ [0, 1],

q(x) =
∑

ν∈S∗
cν,NBν,N(x) = 0, for every x ∈ [0, 1]N .

Analogously, if qj(t)) = 1 for every t ∈ [0, 1] then taking
βj

k,N = 1, for k = 0, . . . , N, j = 1, . . . , N,

cν,N =
N∏

j=1
βj

k,N = 1, with ν = (k, . . . , k), k = 0, . . . , N, and N = (N, . . . , N),
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and using part (i) of Proposition 2.1, it follows that

qj(t) =
N∑

k=0
βj

k,Nbk,N(t) = 1, for every t ∈ [0, 1],

q(x) =
∑

ν∈S∗
cν,NBν,N(x) = 1, for every x ∈ [0, 1]N .

Now consider any polynomials qj(t) such that qj(t) ̸= 0 and qj(t) ̸= 1 for every
t ∈ [0, 1], and qj(t) satisfy (ii) for all j = 1, . . . , n. We distinguish four possible cases
according to the inequalities satisfied by qj(0) and qj(1), for all j = 1, . . . , N :

Case I: 0 ≤ qj(0) and qj(1) < 1, for all j = 1, . . . , N . For the sake of clarity and
readability, we have decided to include the details of the proof of this case. However,
one can check that it suffices to follow the reasoning in [29, Theorem 4], making the
appropriate modifications.

Since qj(t) is a continuous function on the compact interval [0, 1], it attains its
maximum value Mqj

on [0, 1]. Thus Mqj
< 1, because qj(t) < 1 for all t ∈ [0, 1].

Let ϵj = 1 − Mqj
> 0, by part (vi) of Proposition 2.2 there exists a positive integer

Mj ≥ N such that for all m ≥ Mj and k = 0, . . . , m, we have∣∣∣∣∣βj
k,m − qj

(
k

m

)∣∣∣∣∣ < ϵj, j = 1, . . . , N,

where βj
0,m, . . . , βj

m,m satisfy that qj(t) = ∑m
k=0 βj

k,mbk,m(t), j = 1, . . . , N . Thus, for all
m ≥ Mj and k = 0, . . . , m,

(3.11) βj
k,m < qj

(
k

m

)
+ ϵj ≤ Mqj

+ 1 − Mqj
= 1.

Denote by rj the multiplicity of 0 as root of qj(t) (where rj = 0 if qj(0) > 0) and by
sj the multiplicity of 0 as root of 1 as root of qj(t) (where sj = 0 if qj(1) ̸= 0). We
can factorize each qj(t) as
(3.12) qj(t) = trj (1 − t)sj hj(t),
where hj(t) is a polynomial satisfying that hj(0) ̸= 0 and hj(1) ̸= 1, j = 1, . . . , N .

It is clear that hj(0) > 0, since if we suppose, contrary of our claim, that hj(0) ≤ 0,
using that hj(0) ̸= 0 we have necessarily hj(0) < 0, and by the continuity of hj(t),
there exists t∗

j ∈ (0, 1) such that hj(t∗
j) < 0. Hence, qj(t∗

j) = trj (1 − t)sj hj(t∗
j) < 0.

This contradicts the fact that qj(t) > 0 for all t ∈ (0, 1). Similarly, we have hj(1) > 0.
Consequently, hj(t) > 0 for all t ∈ [0, 1]. Since hj(t) is a continuous function on

the compact interval [0, 1], it attains its minimum value mhj
on [0, 1], and clearly,

mhj
> 0.

Let εj = mhj
> 0, by part (vi) of Proposition 2.2 there exists a positive integer

Kj ≥ N − rj − sj such that for all d ≥ Kj and k = 0, . . . , d, we have∣∣∣∣∣γj
k,d − hj

(
k

d

)∣∣∣∣∣ < εj, j = 1, . . . , N,
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where γj
0,d, . . . , γj

d,d satisfy that

(3.13) hj(t) =
d∑

k=0
γj

k,dbk,d(t), j = 1, . . . , N.

Thus, for all d ≥ Kj and k = 0, . . . , d, we have

γj
k,d > hj

(
k

d

)
− εj ≥ mhj

− mhj
= 0.

Combining and (3.12) (3.13), we get

qj(t) = trj (1 − t)sj

d∑
k=0

γj
k,dbk,d(t) =

d∑
k=0

γj
k,d

(
d
k

)
(

d+rj+sj

k+rj

)(d + rj + sj

k + rj

)
bk,d+rj+sj

(t)

=
d+rj+sj∑

k=0
βj

k,d+rj+sj
bk,d+rj+sj

(t),

where βk,d+rj+sj
are the coefficients of the Bernstein polynomial of degree d + rj + sj

of qj(t), and

βj
k,d+rj+sj

=


0, for 0 ≤ k < rj and d + rj < k ≤ d + rj + sj,

γj
k,d(d

k)
(d+rj +sj

k+rj
) > 0, for rj ≤ k ≤ d + rj.

Thus, taking r = max1≤N{rj}, s = max1≤N{sj} and K = max1≤N{Kj} when m ≥
d + r + s ≥ K + r + s, we have
(3.14) βj

k,m ≥ 0, k = 0, . . . , m.

According to (3.11) and (3.14) if we take M = max{Mj} and choose an m0 ≥
max{M, K + r + s}, then qj(t) can be expressed as a Bernstein polynomial of degree
m0:

qj(t) =
m0∑
k=0

βj
k,m0bk,m0(t),

with 0 ≤ βj
k,m0 ≤ 1, for all k = 0, . . . , m0 and j = 1 . . . , N . Now, taking

cν,N =
m0∏
j=1

βj
k,m0 , with ν = (k, . . . , k), k = 0, . . . , m0, and N = (m0, . . . , m0),

it follows that

q(x) = q(x1, . . . , xN) =
N∏

j=1
qj(xj) =

∑
ν∈S∗

cν,NBν,N(x), for every x ∈ [0, 1]N .

Case II: qj(0) = 0 and qj(1) = 1, for all j = 1, . . . , N . It suffices to combine a
reasoning similar to that in the proof of Case I with the reasoning in [29, Theorem
5], making the appropriate modifications.

Case III: 0 < qj(0) and qj(1) ≤ 1, for all j = 1, . . . , N . Consider the polynomials
gj(t) = 1 − qj(t), for all t ∈ [0, 1], j = 1, . . . , N . Then 0 < gj(t) < 1, for all t ∈ (0, 1)
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with 0 ≤ gj(0) and gj(1) < 1, for all j = 1, . . . , N . Then in view of Case I we can
choose an m0 ≥ N , then gj(t) can be expressed as a Bernstein polynomial of degree
m0:

gj(t) =
m0∑
k=0

βj
k,m0bk,m0(t),

with 0 ≤ βj
k,m0 ≤ 1, for all k = 0, . . . , m0 and j = 1 . . . , N . Hence, using part (i) of

Proposition 2.1, it follows that

qj(t) = 1 − gj(t) =
m0∑
k=0

(1 − βj
k,m0)bk,m0(t) =

m0∑
k=0

γj
k,m0bk,m0(t),

where γj
k,m0 = 1 − βj

k,m0 , with 0 ≤ γj
k,m0 ≤ 1, for all k = 0, . . . , m0 and j = 1 . . . , N .

Now, taking

cν,N =
m0∏
j=1

γj
k,m0 , with ν = (k, . . . , k), k = 0, . . . , m0, and N = (m0, . . . , m0),

it follows that

q(x) = q(x1, . . . , xN) =
N∏

j=1
qj(xj) =

∑
ν∈S∗

cν,NBν,N(x), for every x ∈ [0, 1]N .

Case IV: qj(0) = 1 and qj(1) = 0, for all j = 1, . . . , N . Consider the polynomials
gj(t) = 1 − qj(t), for all t ∈ [0, 1], j = 1, . . . , N . Then 0 < gj(t) < 1, for all t ∈ (0, 1)
with 0 ≤ gj(0) and gj(1) < 1, for all j = 1, . . . , N . Then in view of Case II we can
choose an m0 ≥ N , then gj(t) can be expressed as a Bernstein polynomial of degree
m0:

gj(t) =
m0∑
k=0

βj
k,m0bk,m0(t),

with 0 ≤ βj
k,m0 ≤ 1, for all k = 0, . . . , m0 and j = 1 . . . , N . Hence, using part (i) of

Proposition 2.1, it follows that

qj(t) = 1 − gj(t) =
m0∑
k=0

(1 − βj
k,m0)bk,m0(t) =

m0∑
k=0

γj
k,m0bk,m0(t),

where γj
k,m0 = 1 − βj

k,m0 , with 0 ≤ γj
k,m0 ≤ 1, for all k = 0, . . . , m0 and j = 1 . . . , N .

Therefore, if we take

cν,N =
m0∏
j=1

γj
k,m0 , with ν = (k, . . . , k), k = 0, . . . , m0, and N = (m0, . . . , m0),

it follows that

q(x) = q(x1, . . . , xN) =
N∏

j=1
qj(xj) =

∑
ν∈S∗

cν,NBν,N(x), for every x ∈ [0, 1]N .

Finally, it can be shown that if qj(t) is not identically equal to 0 or to 1 for some
j and there exists a t0 ∈ (0, 1) such that qj(t0) = 0 or 1, then we cannot express the
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polynomial qj(t) as a Bernstein polynomial with coefficients in the unit interval (cf.
[28]). Consequently, q(x) cannot be converted into an induced multivariate Bernstein
polynomial as in (2.5) with Bernstein coefficients expressed as a product of N real
numbers belonging to [0, 1].

This completes the proof. □

Notice that the multi-index of maximum degree of the induced multivariate Bern-
stein polynomial with coefficients in the unit interval may be greater than the multi-
index of maximum degree of the original polynomial.

Example 3.2. Consider the polynomial q(x, y) = q1(x)q1(y), where q1(x) = 3x − 8x2 +
6x3 and q2(y) = y, for all x, y ∈ [0, 1]. The polynomial q(x, y) has multi-index of
maximum degree κ = (3, 1), and the polynomials q1(x) and q2(y) satisfy the conditions

0 < q1(x) < 1, whenever x ∈ (0, 1), q1(0) = 0, q1(1) = 1,
0 < q2(y) < 1, whenever y ∈ (0, 1), q2(0) = 0, q2(1) = 1.

Using (2.7) and part (v) of Proposition 2.2 we have

q(x, y) =
(

b1,3(x) − 2
3b2,3(x) + b3,3(x)

)
b1,1(y)

=
(3

4b1,4(x) + 1
6b2,4(x) − 1

4b3,4(x) + b4,4(x)
)

b1,1(y)

=
(3

5b1,5(x) + 2
5b2,5(x) + b5,5(x)

)
b1,1(y)

= 3
5B((1,1),(5,1))(x, y) + 2

5B((2,1),(5,1))(x, y) + B((5,1),(5,1))(x, y),

and the induced multivariate Bernstein polynomial of q(x, y):

P (x, y) = 3
5B((1,1),(5,1))(x, y) + 2

5B((2,1),(5,1))(x, y) + B((5,1),(5,1))(x, y)

has multi-index of maximum degree N = (5, 1).

The following example show a polynomial q(x, y) which can be converted into an
induced multivariate Bernstein polynomial, however it cannot be implemented with
stochastic logic of Qian-Riedel-Rosenberg type.

Example 3.3. Consider the polynomial q(x, y) = 3xy − 8x2y2 + 6x3y3 with multi-index
of maximum degree κ = (3, 3), satisfying the conditions 0 < q(x, y) < 1, whenever
(x, y) ∈ (0, 1)2, q(0, 0) = 0 and q(1, 1) = 1. Since

q(x, y) = P1(x)b1,3(y) + P2(x)b2,3(y) + P3(x)b3,3(y) + P3(y)b3,3(x),

where P1(x) = 1
3b1,3(x) + 2

3b2,3(x), P2(x) = 2
3b1,3(x) + 4

9b2,3(x), P3(x) = b1,3(x) −
2
3b2,3(x) + 1

2b3,3(x), and the coefficients of P3(x) do not all belong to the interval [0, 1],
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using part (v) of Proposition 2.2 we see that

P3(x) = 3
13b1,13(x) + 14

39b2,13(x) + 21
52b3,13(x) + 5

13b4,13(x) + 25
78b5,13(x) + 3

13b6,13(x)

+ 7
52b7,13(x) + 2

39b8,13(x) + 11
156b11,13(x) + 3

13b12,13(x) + 1
2b13,13(x).

From (2.6) and (2.7) it follows that
(3.15) q(x, y) = r1(x, y) + r2(x, y) + r3(x, y) + r4(x, y),
where

r1(x, y) = 1
13B((1,1),(13,3))(x, y) + 2

13B((2,1),(13,3))(x, y) + 5
22B((3,1),(13,3))(x, y)

+ 42
143B((4,1),(13,3))(x, y) + 50

143B((5,1),(13,3))(x, y) + 56
143B((6,1),(13,3))(x, y)

+ 119
286B((7,1),(13,3))(x, y) + 60

143B((8,1),(13,3))(x, y) + 57
143B((9,1),(13,3))(x, y)

+ 50
143B((10,1),(13,3))(x, y) + 7

26B((11,1),(13,3))(x, y) + 2
13B((12,1),(13,3))(x, y),

r2(x, y) = 2
13B((1,2),(13,3))(x, y) + 32

117B((2,2),(13,3))(x, y) + 155
429B((3,2),(13,3))(x, y)

+ 60
143B((4,2),(13,3))(x, y) + 580

1287B((5,2),(13,3))(x, y) + 196
429B((6,2),(13,3))(x, y)

+ 63
143B((7,2),(13,3))(x, y) + 40

99B((8,2),(13,3))(x, y) + 50
143B((9,2),(13,3))(x, y)

+ 40
143B((10,2),(13,3))(x, y) + 23

117B((11,2),(13,3))(x, y) + 4
39B((12,2),(13,3))(x, y),

r3(x, y) = 3
13B((1,3),(13,3))(x, y) + 14

39B((2,3),(13,3))(x, y) + 21
52B((3,3),(13,3))(x, y)

+ 5
13B((3,3),(13,3))(x, y) + 25

78B((5,3),(13,3))(x, y) + 3
13B((6,3),(13,3))(x, y)

+ 7
52B((7,3),(13,3))(x, y) + 2

39B((8,3),(13,3))(x, y) + 11
156B((11,3),(13,3))(x, y)

+ 3
13B((12,3),(13,3))(x, y) + 1

2B((13,3),(13,3))(x, y),

r4(x, y) = r3(y, x).
Hence, the induced multivariate Bernstein polynomial on the right hand side of

(3.15) has multi-index of maximum degree N = (13, 3). However, q(x, y) cannot be
factorized as (3.10).

As a consequence of Theorems 3.2 and 3.3 we obtain the following result.

Corollary 3.1. Let N be any fixed positive integer. If qj(t) is a polynomial such that
some of the following conditions is satisfied:

(i) qj(t) is identically equal to 0 or to 1, j = 1, . . . , N ;
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(ii) for any t ∈ (0, 1) we have 0 < qj(t) < 1, with qj(0) ≥ 0 and qj(1) ≤ 1, for all
j = 1, . . . , N ,

then we can design a stochastic logic of Qian-Riedel-Rosenberg type to compute the
multivariate polynomial q(x) given by

q(x) = q(x1, . . . , xN) =
N∏

j=1
qj(xj), x ∈ [0, 1]N .

Reciprocally, if q(x) can be implemented with stochastic logic of Qian-Riedel-Rosenberg
type, then the polynomials qj(t) satisfy (i) or (ii), j = 1, . . . , N .

4. A Further Remark

In recent years, extensive researches have been done for various degenerate versions
of some special polynomials and numbers and have yielded many interesting arith-
metical and combinatorial results. These include the degenerate Stirling numbers of
the first and second kinds, degenerate central factorial numbers of the second kind,
degenerate Bernoulli numbers of the second kind, degenerate Bernstein polynomi-
als, degenerate Bell numbers and polynomials, degenerate central Bell numbers and
polynomials, degenerate complete Bell polynomials and numbers, and so on.

Degenerate versions of some special polynomials have been shown to play an im-
portant role in various areas. However, not much is known about the properties of
these polynomials (cf., e.g, [15–20, 32] and references thereof). In particular, as a
degenerate version of Bernstein polynomials, the degenerate Bernstein polynomials
were introduced recently by Kim and Kim in [16].

In this regard, the remarkable papers [16, 19] suggest that the fundamental proper-
ties and identities satisfied by the degenerate Bernoulli polynomials could be used
to define a special model of stochastic logic. Thus, one of our future projects is to
explore such a model.
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