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QUANTITATIVE UNCERTAINTY PRINCIPLE FOR
STURM-LIOUVILLE TRANSFORM
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ABSTRACT. In this paper we consider the Sturm-Liouville transform F(f) on Ry.
We analyze the concentration of this transform on sets of finite measure. In partic-
ular, Donoho-Stark and Benedicks-type uncertainty principles are given.

1. INTRODUCTION

The uncertainty principle says that a function and its transform cannot concentrate
both on small sets. Depending on the precise way to measure “concentration” and
“smallness” this principle can assume different forms. This paper focuses on studying
different uncertainty principles for the Sturm-Liouville transform, by following the
procedures for similar transforms, such as the Fourier transform (the classical setting)
we refer to the book [10] and the surveys [4,7] for further references. The concept of
concentration has taken different interpretations in different contexts. For example:
Benedicks [2], Slepian and Pollak [18], Landau and Pollak [13], and Donoho and Stark
6] paid attention to the supports of functions and gave quantitative uncertainty princi-
ples for the Fourier transforms. Qualitative uncertainty principles are not inequalities,
but are theorems that tell us how a function (and its Fourier transform) behave under
certain circumstances. For example: Hardy [11], Cowling and Price [5], Beurling [3],
Miyachi [15] theorems enter within the framework of the quantitative uncertainty
principles. The quantitative and qualitative uncertainty principles have been studied
by many authors for various Fourier transforms, for examples (cf. [1,11,14,16]).
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Our aim here is to consider uncertainty principles in which concentration is measured
in sense of smallness of the support and when the transform under consideration is
the Sturm-Liouville transform.

The first principle that is studied is a Donoho-Stark-type inequality. One can write
the classical uncertainty principle in the following way: If a function f() is essentially
zero outside an interval of length At and its Fourier transform f(w) is essentially zero
outside an interval of length Aw, then AtAw > 1. In [6], Donoho and Stark show
that it is not necessary to assume that the support and the spectrum are concentrated
on intervals and one can replace intervals by measurable sets, and then the length of
the interval is naturally replaced by the measure of the set. In Section 2, a version of
this inequality for the Sturm-Liouville transform is given, and, as it appears in [6] it
is explained how to reconstruct a signal f from a noisy measurement, knowing that
the signal is supported on a set S.

The second principle, studied in Section 3, is a Benedicks-type result which shows
that two measurable sets (.5, X) with finite measure form a strong annihilating pair.
This means that a function supported in S cannot have an spectrum in ¥ giving a
quantitative information of the mass of a function whose spectrum is contained in .
The approach is based on the corresponding version of this type of principle for the
integral operators transform, studied in [8]. A version of Benedicks type-inequality for
integral operators transform with bounded and homogeneous kernel has been proved
in [8]. In this paper, we consider a transform of a different nature where in particular
the kernel is not homogeneous.

We recall that, Soltani in [19] study what is the relation between the measure
and the spectrum of a function f that is e-concentrated in measurable sets giving.
Concentration in support means that the part of the function that is not supported
on a set is at least an ¢ part of the total mass. The analogous version for spectrum
states that the part of the spectrum not supported on a set is an € part of the total
spectrum. It is shown that if a function is e-concentrated in space and frequency,
then the product of the measures of the support and spectrum is lower bounded by a
number close to one.

In order to describe our results, we first need to introduce some facts about harmonic
analysis related to Sturm-Liouville transform. We cite here, as briefly as possible,
some properties. For more details we refer to [19].

The Sturm-Liouville operator A defined on R, by

0  Al(x) 0

_ o 9 9
_0x2+A(3:) 0;1:+p’

where p is a nonnegative real number and A(z) = 2**™ B(z), a > —3, where B is a
positive, even, infinitely differentiable function on R such that B(0) = 1. Moreover,
we assume that A and B satisfy the following conditions:

e A s increasing and lim A(z) = oo
Tr—00
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/

° i is decreasing and xh_)rgo A = 2p;

e there exists a constant d > 0 such that

A() 2p 4+ D(x) exp(—dz), if p >0,

iy )2 1
A(z) ot + D(z)exp(—dx), if p=0,
x

where D is an infinitely differentiable function on |0, co[, bounded and with bounded
derivatives on all intervals [z, oo[ for 2o > 0. For all A € C the equation

Au = —\?u,
u(0) =1, /(0)=0,
admits a unique solution denoted ¢,, with the following properties:

e for z > 0 the function A — @, (z) is analytic on C;
e for A € C the function A — ¢, () is even and infinitely differentiable on R;
o |pa(x)] < 1forall \,zeR.

For nonzero A € C the equation Au = —)\?u has a solution ®, satisfying

1
(I))\ xr) =
() )

with lim V' (z, A) = 1. Consequently, there exists a function A — ¢(\), such that

T—00

exp(idz)V (z, \),

ox = c(A)Py + c(—=A\)P_,, for nonzero A € C.
Moreover, there exist positive constants kq, ko and k such that
kAP < eV < ke AP,

for all A such that ImA < 0 and |A| > k.
Let us introduce the dilation operator D,, p > 0, defined by

Dof(e) = S (p) |

We denote by LP(R,, i), 1 < p < oo, the space of measurable functions f on R,
such that

e = ([ 1P ) < o0 11 p < 4oc
+
[ flloo =esssup,er, |f(z)| < +oo, if p= oo,
where du(z) = A(x)dz.
The Sturm-Liouville transform JF is defined on L'(R, 1) by
FHO) = [ f@ea@)du(a), for all A € R.
+

Let v the measure defined on [0, 00| by dv(\) = m and by LP(v), 1 < p < oo,

the space of measurable functions f on [0, oo, such that || f||rrr, ) < 0.

467



For all f € L'(Ry, i), the function F(f) is continuous on R and we have
(1.1) 1T e @y < W Fller ey -

Theorem 1.1 (Plancherel theorem). The Sturm-Liouville transform F extends
uniquely to an isometric isomorphism of L>(R,, ) onto L*(R,,v)

(12) [ 17@)Pdu() = [ 5P ()

Theorem 1.2 (Inversion theorem). Let f € L'(Ry, u) such that F(f) € L'(Ry,v).
Then

fla) = /IR+ FH (N or(@)dv(N) ae. & € R*,

Theorem 1.3 (Riesz’s interpolation theorem). Let f € LP(Ry > pu). Then we get
the Hausdorff-Young inequality (see [20]) [|F(f)|lrom ) < I fllzr@y -

Definition 1.1. Let S, ¥ be two measurable subsets of RZ. Then (5,Y) is called a
weak annihilating pair for the Sturm-Liouville transform if suppf C S and
suppFr.o(f) C X, implies that f = 0, where suppf = {x: f(z) # 0}.

Definition 1.2. Let S, ¥ be two measurable subsets of R, . Then (5,3) is called a
strong annihilating pair for the Sturm-Liouville transform if there exists a constant
C(S, ) such that for all function f € L*(R,, u), with suppF(f) C X,

(1.3) 12y < COS BN 2250 )
where S¢ = R, \S and suppf = {z : f(z) # 0}.

2. THE DONOHO-STRAK’S UNCERTAINTY PRINCIPLE

The classical uncertainty principle says that if a function f(t) is essentially zero
outside an interval of light At and its Fourier transform f(w) is essentially zero
outside an interval of length Aw, then AtAw > 1. In this section we will prove a
quantitative uncertainty inequality about the essential supports of a nonzero function
f € L*(R,, ) and its Sturm-Liouville transform.

The first such inequality for the usual Fourier transform was obtained by Donoho-
Stark [6].

We consider a pair of orthogonal projections on L*(R, 1) defined by Psf = xsf,
Qsf =F 1 [xsF(f)], where S and X are measurable subsets of R, , and g denote
the characteristic function of S.

Let 0 < €g,6x < 1 and let f € L*(R,,u) be a nonzero function. We say that
[ is eg-time-limited on S if || Pse f| 2, ) < €slfllz2@®, - Similarly, we say that
f is eg-band-limited on ¥ for the Sturm-Liouville transform if ||@Qxef
sl e o

We denote by Ps N Qyx for the orthogonal projection onto the intersection of the
ranges of Pg and Q)sx, we will write ImT for the range of a linear operator T. We

|L2(R+7M) S
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denote by ||T'||gs the Hilbert-Schmidt norm of the linear operator T'. The definition
of this norm [21, page 262] implies that for any pair of projections E, F' one has

(2.1) dim(ImPs N ImQx) = || Ps N Qxllirs < 1PsQslks.

Theorem 2.1. Let >, S C Ry be a pair of measurable subsets and let €g,cx > 0 such
that €% + e% < 1. Let f € L*(Ry, ) be a non function. If f is eg-time-limited on S
and ex-band-limited on X for the Sturm-Liouville transform, then

W(S(E) > <1 _ /e gg)z .

We will need the following well-known lemma.

Lemma 2.1. Let (S,X) be two measurable subsets of R,.. Then the following asser-
tions are equivalent.

i) [[PsQs| = [[PsQs|l ey < 1.
ii) (S, %) is strongly annihilating pair for the Sturm-Liouville transform. Moreover,

we have || 22z, .y < (1= [ Ps@sl) 2 (1PseS 32z, oy + 1Qse 2z, ) -

Proof. Firstly we show the following implication i)=-ii). The identity operator [
satisfies [ = Pg + Psc = PsQs + PsQsc + Psc, we have from the orthogonality of Pg
and Pge

If — PsQsfl72w, ) =I1PsQsef + Pse fll72m, 1)
= PsQse fll72m, 1y + I|Pse f

|2
L2 (R+nu‘) ’

It follows, by || Ps|| = 1, that

[N

(22)  |If = PsQsflle@em < (1Qs 32, oy + 1 Pse fll}om, )

On the other hand, we have

If = PsQsfllze,w 2N fllez@w — [1PsQsfllz2@,
>z — 1PsQs Il 22y -

It follows, from inequality (2.2),

[S1E

(23) (1= 1PsQs) I fll2@em < (I Psef

|%2(]R+,u) + || @se f I%Q(R+,p)>

As ||PsQsx|| < 1, then we obtain the desired result.
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Let us now show the second implication ii)=-i). Recall that

QEPSf 2 7
[PsQsl|l = [[@=Ps|| = sup | |22 )
fEL?(Ry ) ||f||L2(R+,M)
sup Qs fllz2@. )

pr=pst 2y
I1Ps fllz2 @

= sup
rr=ast 1 llzoy
<1.
We suppose that ||PsQs| = 1. Then we can find a bandlimited sequence f, €

L*(R,,p) on ¥ of norm 1 (in particular f, = Qxf,) such that

| Ps fall 2w, ) — 1 as n — oo.

By the orthogonality of .S, we have

1Pse fall 2y = IfullZz@, ) = 1Psfalloqe, ) — 0 as n — oo,
which contradicts (1.3). O

Lemma 2.2. If 0 < u(S)v(X) < 1, then for all function f € L*(Ry, u) such that
suppF(f) C X we have

-1
Il < (2= VHEWE)) 1 fllzasean

Proof. A straightforward computation shows that Ps@Q)y is an integral operator with
kernel N (t,z) = xs(t)F ' (xspr(t))(z). Indeed, we have

PsQuf (1) =xs(t) [, x=(©T (U)o (t)d(e)

sl /R O ([ @) ) ie
= / N(t, z)dp(z),

where
N(ta) = xs(t) [, xo(©eatpr(x)av)

Since, ¥(X) < oo and ¢y is bounded, then for all ¢ € Ry, xspr(t) € L*(Ry,v).
Then PsQy is an integral operator with kernel N (¢, z) = ys(t)F ' (xsea(t))(z). As
|PsQs|lzs = | N |2, xr . uop it follows from Plancherel’s theorem 1.2 that

I1PsQsllzs = [, hes(F ( L !?‘1(sz(t))($)\2du(§)> du(t)
= [ xs(0) [, xs@lexOPdv(©)duto).
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We can deduce from |¢,(t)| < 1 that
(2.4) [1PsQsll < [Ps@sllus </ u(S)v(E).
Since pu(S)v(X) < 1, then we have from inequality (2.4) and Lemma 2.1
2 - 2 2
£ < (1= VS ) (1PseF sy + 1@ Boges )
Since suppF(f) C %, it follows from Plancherel’s theorem 1.2 that
HQECf |%2(]R+,u) = /EC ‘?(5)‘2dy(£) = H?(f>‘|%2(2]c,u) = 07

which shows the desired result. O

Proof of Theorem 2.1. The result follows from inequalities (2.3) and (2.4). Indeed, f
is eg-time-limited on S, then || Pse f||r2r2,.) < €5l fllL2m2,)- [ is ex-band-limited on
¥ for the Sturm-Liouville transform, then ||@Qse f|z2r2,) < €s|f|lr2@2,)- It follows
that

(2.5) HPSCfH%Q(RQ,u) + HQECfH%P(R?,,u) <(ex+ 5%)”fHQL?(R2,u)7
from (2.3) we deduce that (1 — ||[PsQx]|)? < €% + 4. It follows, from (2.4), that

1—/e% + e < ||PsQs]|| < /|S]|2|, which proves the desired result. O

Remark 2.1. From inequalities (2.1) and (2.4) it follows that
(2.6) dim(ImPs N ImQs) < || PsQs]|3¢ < 0.

The following example is prototypical. A signal f is transmitted to a receiver who
know that f is bandlimited on S for the Sturm-Liouville transform, meaning that f
is synthesized using only frequency on S; equivalently f = Qxf. Suppose that the
observation of f is corrupted by a noise n € L?(R, ) (which is nonetheless assumed
to be small) and an unregistered values on S. Thus, the observable function r satisfies

r(a:):{ flz) +n(x), xes°
0, reSs.

Here, we have assumed without loss of generality that n = 0 on S. Equivalently,
r = (I — Ps)f +n. We say that f can be stably reconstructed from r, if there exists
a linear operator K and a constant C' such that

(2.7) If = K7ll2@, ) < Clinllee. -
The estimate (2.7) shows that the noise n is at most amplified by a factor C.

Corollary 2.1. If S and ¥ are arbitrary measurable sets of Ry with 0 < u(S)r(2) <
1, then f can be stably reconstructed from r. The constant C' in equation (2.7) is not

larger than (1 - u(S)u(Z))_l
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Proof. If n(S)v(X) < 1, using (2.4), ||Ps@x|| < 1. Hence, I — PsQ)y is invertible. Let
K = (I — PsQyx)™!. Since f is bandlimited on 3, then (I — Ps)f = (I — PsQx)f.
Therefore,

f=Kr=f-K(I-Ps)f +n)
=f—K( - PsQs)f — Kn
=f— (I = PsQx)(I — PsQs)"'f — Kn
=0— Kn.

So, that

I = Krllzae g =IEnll 2z
<N = PsQx) " Inll 2oy

<D I1PsQelllInll ey
k=0

<Z )2 [l e
-1
:(1— u<5>u<z>) [
-1
The constant C' in equation (2.7) is therefore not larger than (1 — /(S )y(2)> O

The identity K = (I — PsQx)~! = 332 ,(PsQx)* suggests an algorithm for com-
puting Kr. Put f = 3 (PsQs)*r, then

fO=p  f0) —p 4 PQsf™ and f™ — Krasn — oc.
As f is bandlimited on > we deduce that

(2.8) FUY — f = PsQx(f™ - f).

Algorithms of this type have applied to a host of problems in signal recovery (see for
examples [12,17]).

3. UNCERTAINTY PRINCIPLES

In this section we will give some remarks about annihilating sets.
Proposition 3.1. Let f € L*(R, i) has non empty support, then

v(suppF)u(suppf) > 1.

In particular, if p(suppf)v(suppF) < 1, then f = 0.
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Proof. If the function f € L?(R, u) has non empty support, by the Cauchy-Schwartz
inequality and (1.1), we have

<v(supp F(NIFIZ
<v(supp FUINIFI 7w
<v(supp F(f))u(supp IIfII 72, -

Using Plancherel’s theorem 1.2 we have the following quantitative uncertainty inequal-
ity connecting the support of f and the support of its Sturm-Liouville transform &F

(3.1) v(suppd)p(suppf) > 1.
It follows that if u(suppf)v(suppF) < 1, then f = 0. |

Proposition 3.2. Let f € LY (R, u) N LP(Ry, 1), 1 < p <2, then
1F |2z y.) < w(suppF (£)) " a(supp ) fll o s

1F11Z2 2, )

where ¢ = z%'

Proof. Let f € LY(Ry,pu) N LP(R, 1), 1 < p < 2, then by Hélder’s inequality and
(1.1), we get

1F () zay ) <v(suppF () F(f)]loo
<v(suppF ()| 1l 1 (ko
v(suppd () u(supp )/ fll oy - O
Proposition 3.3. Let f € L> (R, u) N LP(Ry, 1), 1 < p < 2, then

IA

q—2

1 < v(suppF(f)) 2 pu(suppf)

2—p
2p

where ¢ = p%l.

Proof. Let f € L*(Ry,u) N LP(Ry, 1), 1 < p <2, then by (1.1), Hélder’s inequality
and Riez’s interpolation, we get
1T 22 S uPDT() T (T 080
<v(suppF(f) T | ll1r e
<v(suppF(f)) = pu(supp ) 7 Fll12(x 0,

by Plancherel’s formula we get the desired result. 0
Lemma 3.1. Any nonzero function in CO(Ri) has linearly independent dilates.

Proof. In the case d = 1 this Lemma was proved in [8]. The case d > 1 we reduce to the
case d = 1. Let f € Co(R%) such that f # 0, if x = (21,...,24-1,0) = 7(2/,0) € RE,
Sl = 1, 7 € Ry, we get g(r) = f(r(x,0))

If 1y > 0, v = r(fz',1), where ! |2/|> = 1, and r, § € R*, we get g(r)
f(r(02',1)). In both cases g(r) € Co(R.).

O
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Lemma 3.2. Let Sy and X be a pair of measurable subsets of Ry with 0 < u(Sp), v(Xo)
< 00, then exist an infinite sequence of distinct numbers (p;)32, C (0,00) such that

1
1(U5ZopjSo) < 2u(So) and v <U§‘;0p20> < 2u(%).
J

Proof. Let S; be a measurable subset of R, of finite Lebesgue measure such that
So C Si. Define h : Ry — Ry by h(p) = u(S1 U pSy). Since x,s, and xg, are in
L*(Ry, i), we may express h in terms of scalar product in L?(R., i)

h(,O) = ||XPSO — XS ||%2(R+,u) + <Xp507 X51>L2(R+,,u)-

The function p — h(p) is a continuous function on (0,00). We deduce that there
exist an infinite sequence of distinct numbers (p)52, C (0,00), with py = 1 such that
(U20550) < 2u(So). We can follow the same techniques to prove that

14 (Ej 120) < 21/(20) [l

j=0 Pj
We are now in position to prove Benedicks-type theorem for the Sturm-Liouville
transform.

Theorem 3.1. Let S and ¥ be a pair of measurable subsets of R, with 0 < u(S5),
v(X) < 0o, then the pair (S,%) is weakly annihilating pair.

Proof. Suppose that there exist fy # 0 such that Sy = suppfo and Xy = suppF(fy)
have both finite measure 0 < p(suppfy), v(suppF(fo)) < co. From Lemma 3.2 we can
find an infinite sequence of distinct numbers ()2, C (0,00), with py = 1, such that,
if we denote by S = U32p;supp fo and X = U;’Ozopijsuppﬁt(fo) we have u(S) < 2u(Sp),
v(¥) < 2v(X).

Put f; = D, fo, so that supp fi = pisuppfo. As F(f;) = D%ff(fo) we have
suppF(f;) = isupp?(fg). Since suppJF(fp) has finite measure, f(: € Co(Ry). It
follows from Lemma 3.1 that (f;)32, are linearly independent vectors belonging to
ImPg N Im@Qys, which contradicts (2.6). Then, (S, ) is weakly annihilating. O

Theorem 3.2 (Benedicks-type theorem). Let S and ¥ be a pair of measurable subsets
of Ry with 0 < u(S), v(X) < oo, then the pair (S,X) is strong annihilating pair.

Proof. Assume there is no such constant C'(S,%). We can find a sequence f, €
L*(R, ) of norm 1 weakly convergent in L*(R, ) with some limit f such that

suppfn, C S and || xseF(fo)ll 2, 1) — 0 as n — oo.

Since F(f,,) is the scalar product of f,, and yspa(-), it follows that F(f,,) converge to
F(f). Since |F(f,)| as bounded by /u(S), it follows from Lebesgue’s theorem that
F(f,)x= converges to F(f) in L*(R,,v) and the limit f has norm 1. But the function
f has support in S and spectrum in ¥, since (S, X)) is a weak annihilating pair, it
follows that f = 0, which gives a contradiction. O
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