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Abstract. Using the condition of quasiperiodicity of the solution to the nonlinear differen-
tial equation of second order (1), we reduce it to the linear differential equation of second
or first order. Then we find conditions of existence quasiperiodic solutions with a constant
quasiperiod and give the form of the solutions.
Used abbreviations: differential equation (DFE), quasiperiod (QP), periodic solution (PS),
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1. PROBLEM FORMULATION

Let the differential equation

y′′(x) + f1(x)y′(x) + f2(x)y(x) + f3(x)y3(x) + f4(x) = 0 (f3(x) 6= 0) (1)
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be given. We want to find a quasiperiodic solution y = y(x) for the equation (1), i.e.

to find the solution that satisfy the relation

y(x + ω) = λ(x)y(x), x, x + ω ∈ Dy (2)

where ω = ω(x) is a QP and λ = λ(x) is a QPC of the function y = y(x).

Theorem 1.1 If the equation (1) has a QPS y = y(x) with a QP ω = ω(x) and a

QPC λ, then it is reduced to the linear nonhomogeneous DFE of second order to y(x)

λ

(
1

t′2
− f3(t)

f3(x)
λ2

)
y′′ +

(
2λ′
t′2 +

(
− t′′

t′3 + f1(t)
t′

)
λ− f3(t)f1(x)

f3(x)
λ3

)
y′

+

(
λ′′

t′2
+

(
− t′′

t′3
+

f1(t)

t′

)
λ′ + f2(t)λ− f3(t)f2(x)

f3(x)
λ3

)
y

+

(
f4(t)− f3(t)f4(x)

f3(x)
λ3

)
= 0,

t = x+ ω(x), t′ = 1 + ω′, t′′ = ω′′

(3)

Proof. Under the conditions of the theorem we have the following system:




y′′(x) + f1(x)y′(x) + f2(x)y(x) + f3(x)y3(x) + f4(x) = 0

y′′(t) + f1(t)y
′(t) + f2(t)y(t) + f3(t)y

3(t) + f4(t)/t=x+ω = 0

y(t) = λ(x)y(x)

d

dx
y(t) = y′(t)t′ = λ′(x)y(x) + λ(x)y′(x)

d2

dx2
y(t) = y′′(t)t′2 + y′(t)t′′ = λ′′(x)y(x) + 2λ′(x)y′(x) + λ(x)y′′(x)

(4)

from where we are finding

y3(x) = − 1

f3(x)

(
f4(x) + f2(x)y(x) + f1(x)y′(x) + y′′(x)

)
(5)

y′′(t) =
1

t′2

((
λ′′(x)− t′′

t′
λ′(x)

)
y(x) +

(
2λ′(x)− t′′

t′
λ(x)

)
y′(x) + λ(x)y′′(x)

)
(6)

Substituting (5) and (6) in the second equation of (4), after short transformations,

we obtain (3). 2

Remark 1.1 In a general case, even though the equation (3) is a linear one of y(x),

this is not easy solvable as it is a functional differential equation of ω.

In this paper we consider the eq.(1) at some special cases for ω and λ.



217

2. QUASIPERIODIC SOLUTIONS WITH CONSTANT QP AND QPC

Theorem 2.1 If the eq.(1) has a QPS y = y(x) with a QP ω = const = c and QPC

λ = const > 0 then it is reduced to the equation

λ(f3(x)−λ2f3(t))y
′′ + λ(f1(t)f3(x)− λ2f3(t)f1(x))y′

+λ(f2(t)f3(x)− λ2f2(x)f3(t))y + (f4(t)f3(x)− λ3f4(x)f3(t)) = 0
(7)

Proof. Substituting in (3): ω = c, ω′ = 0, t = x + c, t′ = 1, we obtain (7). 2

Theorem 2.2 If the coefficients f1(x), f2(x), f3(x), f4(x) in the eq.(1) are QPF sat-

isfying the relations

f1(t) = f1(x), f2(t) = f2(x), f3(t) =
1

λ2
f3(x), f4(t) = λf4(x)/t=x+ω (8)

and (1) has a QPS, then every solution for (1) is a QPF with a QP ω = c and QPC

λ.

Proof. Under the conditions of the theorem we have:

y′′(t)+f1(t)y
′(t) + f2(t)y(t) + f3(t)y

3(t) + f4(t)/t=x+ω

= λy′′(x) + λf1(x)y′(x) + λf2(x)y(x) + 1
λ2 · λ3f3(x)y3(x) + λf4(x)

= λ(y′′(x) + f1(x)y′(x) + f2(x)y(x) + f3(x)y3(x) + f4(x))

= λ · 0 = 0. 2

Example 2.1 Let

y′′−cos x·y′−sin x·y+e−4x cos x·y3+e2x(1−3 sin x−4 cos x+sin 2x−sin3 x cos x) = 0.

All of the solutions are QPF. One particular solution is y1 = e2x sin x that is a QPF

with a QP ω = 2π and QPC λ = e4π.

Example 2.2 Let

y′′ − 4y′ + 5 sin x · y − 5e−4xy3 + 5e2x(1− sin x + sin2 x) sin x = 0.

All of the solutions are QPF. One particular solution is y1 = e2x sin x that is a QPF

with a QP ω = 2π and QPC λ = e4π.

Using the Theorem 2.1, under the determined conditions of the coefficients in the

equation (1), we have the following theorems.
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Theorem 2.3 Let the eq.(1) has a QPS with a QP ω = c, a QPC λ(λ > 0) and

the coefficients f1(x), f2(x), f3(x), f4(x) are QPF with the same QP ω = c and QPC

λ1, λ2, λ3 6= 1

λ2
, λ4 respectively. Then the eq.(1) is reduced to the equation

y′′ +
λ1 − λ2λ3

1− λ2λ3

f1(x)y′ +
λ2 − λ2λ3

1− λ2λ3

f2(x)y +
λ4 − λ3λ3

λ(1− λ2λ3)
f4(x) = 0. (9)

Theorem 2.4 Let y(x) be QPS to (1) with QP ω = c, QPC λ(λ > 0, λ 6= 1) and the

coefficients f1(x), f2(x), f3(x), f4(x) be QPF with a QP ω = c and QPC λ1, λ2, λ3 =
1

λ2
, λ4, respectively, then the eq.(1) is transformed in

λ(λ1 − 1)f1(x)y′ + λ(λ2 − 1)f2(x)y + (λ4 − λ)f4(x) = 0 (10)

Theorem 2.5 Let y(x) be QPS to (1) with QP ω = c, QPC λ(λ > 0, λ 6= 1) and

the coefficients f1(x), f2(x), f3(x), f4(x) be QPF with a QP ω = c and QPC λ1 =

1, λ2, λ3 =
1

λ2
, λ4 respectively. Then the eq.(1) is transformed in

λ(λ2 − 1)f2(x)y + (λ4 − λ)f4(x) = 0. (11)

Theorem 2.6 Let the eq.(1) has a QPS and the coefficients f1(x), f2(x) 6= 0, f3(x), f4(x)

be QPF with a QP ω = c and QPC λ1, λ2, λ3, λ4 respectively. Then the eq.(1) has a

QPS

y = −f4(x)

f2(x)
(12)

with a QP ω = c and QPC λ =
λ4

λ2

if the relation

(
f4(x)

f2(x)

)′′
+ f1(x)

(
f4(x)

f2(x)

)′
+ f3(x)

(
f4(x)

f2(x)

)3

= 0 (13)

is satisfied.

Proof. Using the conditions

f1(x + c) = λ1f1(x), f2(x + c) = λ2f2(x),

f3(x + c) = λ3f3(x), f4(x + c) = λ4f4(x)
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and the eq.(7) we have:

a) If λ3 =
λ2

2

λ2
4

, λ1 = 1, λ2 6= 1 using the Theorem 2.5 we reduce the eq.(1) to the

equation

λ(λ2 − 1)f2(x)y + (λ4 − λ)f4(x) = 0

whose solution is

y = −µ1
f4(x)

f2(x)
(14)

where µ1 =
λ4 − λ

λ(λ2 − 1)
. The solution (14) is a QPF with a QP ω = c and a QPC

λ =
λ4

λ2

for which µ1 = 1. Thus, from (14) we obtain (12) and (13) since y is QPS for

eq.(1).

b) If λ3 =
λ2

2

λ2
4

, λ1 6= 1, λ2 6= 1, λ2 6= λ1, using the Theorem 2.4 we reduce the eq.(1)

to the equation

λ(λ1 − 1)f1(x)y′ + λ(λ2 − 1)f2(x)y + (λ4 − λ)f4(x) = 0,

i.e.

y′ +
λ2 − 1

λ1 − 1

f2(x)

f1(x)
y +

λ4 − 1

λ(λ1 − 1)

f4(x)

f1(x)
= 0, (15)

or

y′ + G(x)y + H(x) = 0 (16)

where the coefficients G(x), H(x) are QPF with a QP ω = c and QPC
λ2

λ1

,
λ4

λ1

. So,

([1], [2]), we can reduce the eq.(16) to the equation

λ(λ2 − λ1)G(x)y − (λλ1 − λ4)H(x) = 0 (17)

whose solution is

y = −µ2
f4(x)

f2(x)
(18)

where µ2 =
(λ4 − λ)(λ4 − λλ1)

λ2(λ2 − λ1)(λ2 − 1)
. The solution (18) is a QPF with a QP ω = c and

QPC λ =
λ4

λ2

from where we obtain µ2 = 1. Thus, from (18) we obtain (12), and since

is QPS to (16) and to (1) we have

(
f4(x)

f2(x)

)′
= 0 and f3(x)

f4(x)

f2(x)
= 0. So f4(x) = 0

and y = 0.
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c) If λ3 6= 1

λ2
=

λ2
2

λ4
2 , using the Theorem 2.3 we reduce the eq.(1) to the equation

(9), i.e.

y′′ + f(x)y′ + g(x)y + h(x) = 0 (19)

where the coefficients f(x), g(x), h(x) are QPF with a QP ω = c and QPC λ1, λ2, λ4.

Now, we reduce the eq.(19) to the equation

λ(λ1 − 1)f(x)y′ + λ(λ2 − 1)g(x)y + (λ4 − λ)h(x) = 0 (20)

Depending on λ1, the following two cases are possible:

1. If λ1 = 1, λ2 6= 1, λ2 6= λ2λ3, then

y = −µ3
f4(x)

f2(x)
, (21)

where µ3 =
(λ4 − λ)(λ4 − λ3λ3)

λ2(λ2 − λ2λ3)(λ2 − 1)
. The solution (21) is a QPF with a QP ω = c and

QPC λ =
λ4

λ2

for which µ3 = 1. Thus, from (21) we obtain (12). Since is QPS for (19)

and (1) we have

(
f4(x)

f2(x)

)′′
+f1(x)

(
f4(x)

f2(x)

)′
= 0 and f3(x)

(
f4(x)

f2(x)

)3

= 0, so f4(x) = 0

and y = 0.

2. If λ1 6= 1, λ2 6= λ1, λ1 6= λλ3, λ2 6= λλ3, λ2 6= 1, f1(x) 6= 0 then we reduce the

eq.(1) to the equation

y′ +
(λ2 − 1)(λ2 − λ2λ3)

(λ1 − 1)(λ1 − λ2λ3)
· f2(x)

f1(x)
y +

(λ4 − λ)(λ4 − λ3λ3)

λ2(λ1 − 1)(λ1 − λ2λ3)
· f4(x)

f1(x)
= 0

i.e.

y′ + ϕ(x)y + ψ(x) = 0. (22)

The coefficients ϕ(x), ψ(x) are QPF with a QP ω = c and QPC
λ2

λ1

,
λ4

λ1

respectively.

So ([1]), we reduce the last equation to the equation

λ(λ2 − 1)(λ2 − λ1)(λ2 − λ2λ3)

(λ1 − 1)(λ1 − λ2λ3)
f2(x)y +

(λ4 − λλ1)(λ4 − λ)(λ4 − λ3λ3)

λ2(λ1 − 1)(λ1 − λ2λ3)
f4(x) = 0,

from where we find

y = −µ4
f4(x)

f2(x)
,



221

and µ4 =
(λ4 − λ)(λ4 − λλ1)(λ4 − λ3λ3)

λ3(λ2 − 1)(λ2 − λ1)(λ2 − λ2λ3)
.

Since QPC for y is λ =
λ4

λ2

, then under the given conditions we have µ4 = 1, and

the QPS for (1) is

y = −f4(x)

f2(x)
. 2

Using the fact that the solution (12) is also the solution to the eq.(1), we obtain

that the coefficients f2, f3, f4 have to satisfy the relation (13). Since y is QPS for

(22),(19) and (1) we have

f1(x)

(
f4(x)

f2(x)

)′
= 0,

(
f4(x)

f2(x)

)′′
+

λ2
2λ1 − λ4

2λ3

λ2
2 − λ4

2λ3

f1(x)

(
f4(x)

f2(x)

)′
= 0 and

f3(x)

(
f4(x)

f2(x)

)3

= 0.

So we obtain f4(x) = 0 and y = 0.

Example 2.3 The equation

y′′ + sin x · y′ + exy − e−4x

sin3 x
(3 sin x + 4 cos x + 2 sin2 x + sin x cos x)y3 − e3x sin x = 0

has coefficients which are QPF with a QP ω = 2π and QPC λ1 = 1, λ2 = e2π, λ3 =

e8π, λ4 = e6π respectively. Thus, according to the Theorem 2.6., the QPS for the

given DFE is

y = −f4(x)

f2(x)
= e2x sin x (ω = 2π, λ =

λ4

λ2

).

Example 2.4 The equation

y′′ + exy +
1

sin2 x
y3 − ex sin x = 0

has coefficients f1(x) = 0, f2(x) = ex, f3(x) =
1

sin2 x
and f4(x) = ex sin x which are

QPF with a QP ω = 2π and QPC λ1 = 1, λ2 = e2π, λ3 = 1, λ4 = e2π respectively.

Thus, according to the Theorem 2.6, the QPS for the given DFE is

y = −f4(x)

f2(x)
= sin x, (ω = 2π, λ = 1 =

λ4

λ2

).
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Example 2.5 The equation

y′′ + ex+cos x sin x · y − e−2xy3 − e2x+cos x sin x = 0

has coefficients f1(x) = 0, f2(x) = ex+cos x sin x, f3(x) = −e−2x, f4(x) = −e2x+cos x sin x

which are QPF with the same QP ω = 2π and QPC λ1 = 1, λ2 = e2π, λ3 = e−4π,

λ4 = e4π, respectively. Thus, according to the Theorem 2.6., the QPS for the given

DFE is

y = −f4(x)

f2(x)
= ex.

3. QPS FOR SOME SPECIAL NONLINEAR DIFFERENTIAL EQUATIONS

Theorem 3.1 If the DFE

y′′ + αy′ + βy + γy3 = −f4(x) (γ 6= 0), (23)

that is a DFE of nonlinear oscillations, has QPS y = y(x) with a QP ω = c and a

QPC λ = const then it is reduced to

λ(1− λ2)(y′′ + αy′ + βy) = −f4(x + c) + λ3f4(x) (24)

Proof. If α = f1(x), β = f2(x), γ = f3(x), then (1) has a form (23). By the Theorem

2.1. it is reduced to the eq.(24). 2

Theorem 3.2 The equation (23) has a PS with a period ω = c, if and only if the

coefficient f4(x) is a PF with the same period ω = c.

Proof. If λ = 1 then, from (23), we obtain f4(x) = f4(x + c), i.e. the coefficient

f4(x) has to be a PF. In reverse, if f4(x) is a PF with a period ω = c, then we have

λ = 1, i.e. the solution for (23) is a periodic function, since

λ(1− λ2)(y′′ + αy′ + βy)− (1− λ3)f4(x) = 0

i.e

(1− λ)(λ(1 + λ)(y′′ + αy′ + βy)− (1 + λ + λ2)f4(x)) = 0 2



223

Theorem 3.3 Let f4(x) is a QPF with a QP ω = c and a QPC λ4 = λ3, λ 6= 1.

Then QPS for (23) is

y3 = −f4(x)

γ
(25)

if

3f ′′4 (x) · f4(x)− 2f ′4
2
(x) + 3αf ′4(x) · f4(x) + 9βf4

2(x) = 0 (26)

Proof. From (24) we have

λ(1− λ)(y′′ + αy′ + βy) = (λ3 − λ4)f4(x).

Since λ 6= 1, it follows

y′′ + αy′ + βy = 0 (27)

Then from (27) and (23) we obtain

γy3 + f4(x) = 0

from where

y = − 3

√
f4(x)

γ

that is QPS for (23) if the relation (26) is satisfied. 2

Remark 3.1 From (27) we have that y = erx where r is a solution for the character-

istic equation

r2 + αr + β = 0

i.e.

r1/2 =
−α±√α2 − 4β

2

Thus, we can consider the following cases:

1. If D2 = α2 − 4β > 0 then f4(x) = ke
3
2
(−α−D)x or f4(x) = ke

3
2
(−α+D)x and the

QPS is y = Ce
1
2
(−α−D)x with a QPC λ = e

1
2
(−α−D)c, or y = Ce

1
2
(−α+D)x with a

QPC λ = e
1
2
(−α+D)c.

2. If D2 = α2 − 4β = 0 then f4(x) = ke−
3
2
αx and the QPS is y = Ce−

α
2

x with a

QPC λ = e−
α
2

c.
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3. If −D2 = α2 − 4β < 0 then f4(x) = e−
3
2
αx

(
A cos

3

2
Dx + B sin

3

2
Dx

)
and the

QPS is y = e−
α
2

x(a cos D
2
x + b sin D

2
x) with a QPC λ = e−

α
2

c.

Example 3.1 The equation

y′′ + αy′ +
α2

4
y + y3 − e−

3
2
αx = 0

has QPS y = e−
α
2

x.

Example 3.2 The equation

y′′ − 4y′ + 5y − y3 + e6x cos3 x = 0

has a QPS y = e2x cos x.

Example 3.3 The equation

y′′ + y − y3 + (1− cos 2x)
√

2 sin x = 0

has periodic solutions y =
√

2 sin x.
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