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ABSTRACT. In this work connections between a class of quadratic differential equations
and a class of local analytic Bol-Moufang type loop identities are established.

1. INTRODUCTION

The study of “non-associative” (local) Lie group called (local) Lie loops or analytic
(local) loops had attracted the attention of authors like Malcev [4], Hofmann and
Strambach [3] and Solarin [5] just to mention a few.

Gerber in [2] studied LIP loops and quadratic differential equations. It is the
object of this paper to study the relationship between a class of quadratic differential
equations and a class of local analytic Bol-Moufang type loop identities.

Before stating our main results, we shall need the following definitions and lemmas.

Definition 1.1. [2] The function f : R" x " — R™ defines a local analytic loop
L(f) with the product x oy if and only if f is analytic near the origin f(z,0) = x,
f(oay) =Y andxony(x,y)-

Definition 1.2. [2] L is the related algebra of L(f) if and only if multiplication in L
s given by

pq=—gulp:q = —fuy(0,0)[p, q]



Definition 1.3. [2| L(f) is a quadratic loop if and only if f is quadratic, in which

case we denote the loop by L(L) and we have

roy=x+y—2zxY

Lemma 1.1. [2] The quadratic loop L(L) is

(i)  associative if and only if L is associative;

(ii)  left-Bol if and only if L is left alternative;

(iii)  left alternative if and only if L is left alternative;
(iv)  LIP if and only if L is left alternative;

(v)  Moufang if and only if L is alternative;

(vi)  Power-associative if and only if L is power associative.

For the definition of a loop, readers are to consult Bruck [1].

used Fenyves [3] is to be consulted.

2. MAIN RESULTS

Theorem 2.1. The quadratic loop L(L) is

(i)  Extra if and only if L is extra;

(i)  Bol if and only if L is right alternative;
(iii)  Cif and only if L is alternative;

(iv)  RCif and only if L is right alternative;
(v)  LCif and only if L is left alternative;
(vi)  LS(RS,S) if and only if L is LS(RS,S);
(vii)  RM if and only if L is right alternative;
(viii) LM if and only if L is left alternative.

Proof .
(i) The extra identity is
(xy.2)x = z(y.2x)

(1)

For all identities



Substituting the operation in (1) in the left-hand side of (2), we obtain,

(roy)oz)ox = ((r+y—xzy)oz)ox
= (z+y+z—zy—2x2—Yyz+ay.2)ox
= wHytr—ay—xz—yzr+ay.r—at—yr—zx

+ zyax+xzoe+yza — (ry.2)x (3)
Also the right-hand side implies

zo(yo(zox)) = wo(yo(z+x—2x))

= zo(y+z+c—20—yz+y.27)

= 2 4y+zr—z20—yzr—yr+yzrr—ay— 17 — 3
+ z.zr+xyz + xyxr — z(y.zx) (4)
Comparing (3) and (4) implies
—(zy.2)x+yzox+rzae+ayr+aoy.z = —x(y.zx) + x.yr + x.yz + v.2x + y.2x
and this polynomial identity is equivalent to the three homogenous identities

(xy.2)r = x(y.22); yz.x =y.20 xY.2 = 2.Y2

The first of these implies that L is extra, and this in turn implies the rest.

The proofs of (ii), (iii), - - -, (viii) are similar.

Definition 2.1. [2] L(f) is a first degree loop if and only if f(x,y) is a first degree
polynomial in x and we denote this by L = L(F),

zoy=F(y)z+y

where F' : R* — R" is analytic linear transformation satisfying F(0) = I. The
related algebra of L(F) is

Theorem 2.2. If L(F) is a first degree loop then the following identities hold:



(a)

(b)

(i)

(a)

(b)

Extra if

(iii) RM if

(iv) LM if
() F(2)F(F(z)z+1) = F[(F(2)z + 2)a + F(2)z + 2]
(b) F(z)F(x) = F(F(2)z + 2)

(v) Cif

() F()F(y)F(y) = FIF(F(2)y+2)y + F()y + 4
(b) F(2)F(y) = F(F(2)y + z)

(vi) LS if

() F()F(y)F(x) = F(F(z)y+2)F(x)

(b)



(vii) RS if

F(2)F|F(z)x + ] = F[F(F(z)x + x)z + F(x)r + 2]

(viii)  Bol if

F(y)F(2)F(y) = FIF(y)(F(2)y + z) + y]
(iz) Left Bol if
(a) F(z)F(F(y)z+y)=F[F(F(z)y+z)z+ Fx)y + ]

(b) F(2)F(y) = F(F(x)y + 1)

(x) RCif

(zi) LCif

(o) F(2)F[F(y)z+y]=FIF(F(r)y+ 2+ F(r)y + 2]

(b) F(2)F(y) = F(F(x)y + 1)

Proof.
(i) If L(F) is extra then

(zy - 2)z = x(y - 22)

applying the “o” operation to the left hand side we have

(roy)oz)ox = ((F(y)Jr+y)oz)ox
= (F(2)(F(y)r+y)oz)ow
= (F(2)[F(z)

(Fy)x+y)+z2]|+x
(v

= F@)F()F(y)x+ F(2)F(2)y + F(x)z + 2



Similarly to the right hand side, we have

e}

(z0z))=z0(yo(F(x)z+x))
— w0 [F(F(a)s + 2)y+ Fla)s 44

zo(y

= F[F(F(z)z+2)y+ F(z)z+alz + F(F(z)z + 2+ F(z)z+x  (6)
comparing (5) and (6) we obtain
F(z)F(2)F(y) = FIF(F(z)z + 2)y + F(z)z + 1]
and
F(z)F(z) = F(F(2)z + 2).

The proof of (i7), (iii),- - -, (zii) are similar to that of (i) hence they are omitted.

Theorem 2.3. Let (L,.) be a loop. If we define the product
zoy=Fyz+y

for all x,y € L, then the following properties hold.
(i)  Extra if

() Fl@)F '(z)F1(y)
(b) F N z)F'(z) = F)(
(ii) Moufang if

() F )P (@) F y
(b) Flz)F'(z)=F"
(iii)  RM if

FUFYz)z +z)y + F Y(x)z + ]
Hx)z +x)

B!

FAFHF(2)z +2)y + FH(z)x + 2]

= N—

(iv) LM if

Fl')F " (F Y z)r+2) = F ' [F Y F ' (2)r+2)z+ F ' (2)r + 2]

(v) Cif

(a) FH)FHy)=F PN (F(2)y +2)]

(b) F ') F ) FHy) = FHFHF 2y +2)y + FH(2)y + 7]
(vi) LS if



(a) FH()FH(y)F(z
(b) FH2)F '(y)=F"
(vii)  Bol if

I
B!
L
)
B!
L
B!
by
_l’_
&

P )P (2)F (y) = F' [P~ ) F ™ (2)y + F~' (y)= + ]
(viii) left Bol if
() F A a)FH(F - (y)z+y) = FFH(F - (a)y + )2 + F(2)y + ]
(b) Fl@)F(y) = F \(F(2)y+a)

(i) RCif
FU () F () F~ (y) = FTFT (2)(F~ (2)y + 2)]
(z) Sif
F= )P () F~ (y) = FH P~ () (F~ ' (2)y + 2) + 9]
(5i) LCif

() F U a)FH(F - (y)z+y) = FF((F (e)y +2)z + F ' (x)y +a]
(b) Fl@)F '(y)= F'(F ' (x)y+a)
(zii) RS if

F ') F Y F Y (2)z+2)= F'F Y F Y (2)z+ 1)z + F ()1 + 2]

Proof.
(i) If L(F)~! is extra then
(zy - 2)z = 2(y - 22)

applying the “o” operation to the left hand side we obtain

(@oy)oz)or = ((F'(pa+y)oz)ox
= (FERF
= F(@)]

= l(x

JT+y)+2z)ox
WF ) (F )z +y) + 2 + o
VET ) F (e + FH @) F (2)y + F @)z + 2 (7)

Similarly appling the “o” operation, the right hand side gives



r o (y)o(zoxz))=xzo0(yo(F ' (x)z+ux)
= zo(FYF Y2)z+2)+F '(2)2+2)
= FUF Y F ' @)z+2)y+ F(2)z+a)e+ FY(F 7 (2)z +2)y
+ Fla)z+a (8)

Comparing (7) and (8) we have

(a)
F (@)F (2)F~ (y) = F[F~H(F 7 (2)2 + 2)y + F~'(2)z + 2]

F=H@)F~'(2) = F7/(F™'(2)2 + 2)

The proof of (i), (#ii), - - -, (zii) are similar and hence omitted.
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