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Existence of Unbounded Positive Solutions of Boundary Value
Problems for Differential Systems on Whole Lines

Yuji Liu

Department of Mathematics, Guangdong University of Finance and Economics, Guangzhou 510320, P.R.China

Abstract. This paper is concerned with integral type boundary value problems of second order singular
differential systems with quasi-Laplacian operators on whole lines. A Banach space and a nonlinear
completely continuous operator are defined. By using the Banach space and the nonlinear operator,
together with the Schauder’s fixed point theorem, sufficient conditions to guarantee the existence of at least
one unbounded positive solution are established. Finally, we present a concrete example to illustrate the
efficiency of the main theorem.

1. Introduction

The nonlinear differential operator [Φp(x′)]′ = [|x′|p−2x′]′with p > 1 is called one-dimensional p−Laplacian.
More recently, equations involving other types of differential operators have been studied from a different
point of view arising from other types of models, e.g. reaction diffusion equations with non-constant
diffusivity and porous media equations. This leads to consider nonlinear differential operators of the type
[a(t, x, x′)Φ(x′)]′ in which the differential operators acting on the derivative x′, the state variable x and the
time variable t, where a is a positive continuous function. For a comprehensive bibliography on this subject,
see papers [15, 29, 42, 43] and the references therein.

The solvability of boundary value problems of differential equations on whole lines with or without
nonlinear differential operators was studied in [5, 10, 13, 14, 28, 30, 34, 46]. In [39], Liu investigated the
more general BVP for a second order singular differential equation on the whole line with quasi-Laplacian
operator

[Φ(ρ(t)a(t, x(t), x′(t))x′(t))]′ + f (t, x(t), x′(t)) = 0, t ∈ R,

lim
t→−∞

ρ(t)a(t, x(t), x′(t))x′(t) −
+∞∫
−∞

α(s)x(s)ds =
+∞∫
−∞

1(s, x(s), x′(s))ds,

lim
t→+∞

ρ(t)a(t, x(t), x′(t))x′(t) +
+∞∫
−∞

β(s)x′(s)ds =
+∞∫
−∞

h(s, x(s), x′(s))ds,
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where ρ ∈ C0(R, [0,+∞)) with ρ(t) > 0 for all t , 0 satisfies

0∫
−∞

1
ρ(s) ds = +∞,

+∞∫
0

1
ρ(s) ds = +∞,

a : R × R × R→ (0,+∞) is continuous and satisfies that there exist constants m > 0, M > 0 such that

m ≤ a
(
t, (1 + τ(t))x,

y
ρ(t)

)
≤M, t ∈ R, x ∈ R, y ∈ R

and for each r > 0, |x|, |y| ≤ r imply that a
(
t, (1 + τ(t))x, y

ρ(t)

)
→ a±∞ uniformly as t→ ±∞, α, β : R→ [0,+∞)

are continuous functions satisfying

0 <
+∞∫
−∞

α(s)ds < +∞,
+∞∫
0
α(s)

s∫
0

dr
ρ(r) ds < +∞,

0∫
−∞

α(s)
0∫

s

dr
ρ(r) ds < +∞,

+∞∫
−∞

β(s)
ρ(s) ds < +∞

here τ(t) =
∣∣∣∣∫ t

0
ds
ρ(s)

∣∣∣∣, f , 1, h defined on R3 are nonnegative Carathéodory functions, Φ ∈ C1(R) (a quasi-
Laplacian operator) is continuous and strictly increasing on R, Φ(0) = 0 and its inverse function denoted
by Φ−1 is continuous too, moreover Φ−1 satisfies that there exist constants L > 0 and Ln > 0 such that
Φ−1(x1x2) ≤ LΦ−1(x1)Φ−1(x2) and

Φ−1(x1 + · · · + xn) ≤ Ln[Φ−1(x1) + · · · + Φ−1(xn)], xi ≥ 0, (i = 1, 2, · · · ,n).

The ordinary differential systems of second order equations arise directly from many fields in physics,
and chemistry. For example in the theory of nonlinear diffusion generated by nonlinear sources, in thermal
ignition of gases and in concentration in chemical or biological problems, see references [10, 28, 30]. In recent
years, many authors have studied existence of positive radial solutions for elliptic systems, which are also
equivalent to that of positive solutions for corresponding ordinary differential systems, see [9, 18, 35, 55].

The existence of positive solutions of boundary value problems for ordinary differential systems on [0, 1]
(a compact interval) were studied in [1, 14–16, 21–27, 33, 36, 37, 44, 50, 53, 54] and [34]. Contrary to the case
of boundary value problems in compact domains, for which a very wide literature has been produced, in
the framework of un-compact intervals many questions are still open and the theory presents some critical
aspects. One of the main difficulties consists in the lack of good priori estimates and appropriate compact
embedding theorems for the usual Sobolev spaces.

The existence of positive solutions of boundary value problems for ordinary differential systems on half
line [0,+∞) (an un-compact interval) were studied in [38, 40, 51] and the references therein. As we know
that there is a few papers discussed the existence of positive solutions of BVPs for differential systems on
whole lines (un-compact intervals) with integral boundary conditions.

Motivated by the same kind of the works for the single equation and [9, 33, 34, 39, 44], in this paper,
we consider the following boundary value problem for second order singular differential system on whole
lines with quasi-Laplacian operators

[Φ(ρ(t)a(t, x(t), x′(t))x′(t))]′ + f (t, y(t), y′(t)) = 0, t ∈ R,

[Ψ(%(t)b(t, y(t), y′(t))y′(t))]′ + 1(t, x(t), x′(t)) = 0, t ∈ R
(1)

subjected to the integral boundary conditions

lim
t→+∞

ρ(t)x′(t) =
+∞∫
−∞

φ(s, y(s), y′(s))ds, lim
t→−∞

x(t) =
+∞∫
−∞

ϕ(s, y(s), y′(s))ds,

lim
t→+∞

%(t)y′(t) =
+∞∫
−∞

χ(s, x(s), x′(s))ds, lim
t→−∞

y(t) =
+∞∫
−∞

ψ(s, x(s), x′(s))ds,

(2)



Y. Liu / Filomat 30:13 (2016), 3547–3564 3549

where
(a) ρ, % ∈ C0(R, [0,∞)) satisfying

0∫
−∞

1
ρ(s) ds < +∞,

+∞∫
0

1
ρ(s) ds = +∞,

0∫
−∞

1
%(s) ds < +∞,

+∞∫
0

1
%(s) ds = +∞.

(b)a, b : R × R × R→ (0,+∞) is continuous and satisfies that

lim
t→+∞

a(t, (1 + τ(t))u, v/ρ(t)) = a+ > 0, lim
t→+∞

b(t, (1 + σ(t))u, v/%(t)) = b+ > 0

uniformly for u, v ∈ R, and there exist constants mi > 0, Mi > 0 such that

m1 ≤ a
(
t, (1 + τ(t))u, v

ρ(t)

)
≤M1, t,u, v ∈ R, m2 ≤ b

(
t, (1 + σ(t))u, v

%(t)

)
≤M2, t,u, v ∈ R

where τ(t) =
t∫

−∞

1
ρ(s) ds and σ(t) =

t∫
−∞

1
%(s) ds,

(c)Φ,Ψ are quasi-Laplacian operators (Definition 2.1 in Section 2), the inverse operators of Φ,Ψ are
denoted by Φ−1 and Ψ−1 respectively, the supporting functions of Φ,Ψ are w1,w2, the supporting functions
of Φ−1,Ψ−1 ν1, ν2, respectively,

(d) f defined on R3 is a σ−Caratheodory function, 1 defined on R3 is a τ−Caratheodory functions
(Definitions 2.2 and 2.3 in Section 2),

(e) φ,ϕ defined on R3 are σ−Caratheodory functions, χ,ψ defined on R3 τ−Caratheodory functions.
The purpose of this paper is to establish sufficient conditions for the existence of at least one unbounded

positive solution of BVP(1)-(2). The results in this paper generalize and improve some known ones since
the quasi-Laplacian terms

[Φ(ρ(t)a(t, x(t), x′(t))x′(t))]′ and [Ψ(%(t)b(t, y(t), y′(t))y′(t))]′

are involved with the nonnegative functions ρ, % that may satisfy ρ(0) = 0, %(0) = 0, ρ, % satisfy (a) that is
different from the one in [39].

By a unbounded solution of BVP(1)-(2) we mean a function x ∈ C1(R) such that

[Φ(ρax′)]′ : t→ [Φ(ρ(t)a(t, x(t), x′(t))x′(t))]′, [Ψ(%by′)y]′ : t→ [Ψ(%(t)b(t, y(t), y′(t))y′(t))]′

belong to L1(R) and all equations in (1)-(2) are satisfied and both x(t)
1+τ(t) and y(t)

1+σ(t) are bounded on R. Both x
and y are unbounded and positive when all f , φ, ϕ, 1, χ, ψ are are nonnegative and φ(t,u, v), χ(t,u, v) . 0 on
R.

We note that boundary value problems for second order differential equations with integral boundary
conditions constitute a very interesting and important class of problems. They include as special cases
two, three, multi-point and nonlocal boundary-value problems as special cases. For such problems and
comments on their importance, we refer the readers to the papers [20], [31] and [32] and the references
therein. Various problems arising in heat conduction [6, 12], chemical engineering [8], underground water
flow [19], thermo-elasticity [49], and plasma physics [47] can be reduced to the nonlocal problems with
integral boundary conditions. This type of boundary value problems has been investigated in [17, 48, 52]
for parabolic equations and in [45] for hyperbolic equations.

The remainder of this paper is organized as follows: the preliminary results are given in Section 2, the
main results are presented in Section 3. Finally, we present a concrete example to illustrate the efficiency of
the main theorem.

2. Preliminary Results

In this section, we present some background definitions in Banach spaces and state an important fixed
point theorem. The preliminary results are given too.
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Let X be a Banach space. An operator T; X → X is completely continuous if it is continuous and maps
bounded sets into relatively compact sets.

Definition 2.1[29]. An odd homeomorphism Φ of the real line R onto itself is called a quasi-Laplacian
operator if there exists a homeomorphism ω of [0,+∞) onto itself which supports Φ in the sense that for all
v1, v2 ≥ 0 it holds

Φ(v1v2) ≥ ω(v1)Φ(v2). (3)

ω is called the supporting function of Φ.

It is clear that a quasi-Laplacian operator Φ and any corresponding supporting functionω are increasing
functions vanishing at zero and moreover their inverses Φ−1 and ν respectively are increasing and such that

Φ−1(w1w2) ≤ ν(w1)Φ−1(w2), (4)

for all w1,w2 ≥ 0 and ν is called the supporting function of Φ−1.

Definition 2.2. G : R × R × R→ R is called a τ−Carathédory function if it satisfies
(i) t→ G

(
t, (1 + τ(t))u, 1

ρ(t) v
)

is measurable for any u, v ∈ R,

(ii) (u, v)→ G
(
t, (1 + τ(t))u, 1

ρ(t) v
)

is continuous for almost all t ∈ R,

(iii) for each r > 0, there exists nonnegative function φr ∈ L1(R) such that |u|, |v| ≤ r implies∣∣∣∣G (
t, (1 + τ(t))u, 1

ρ(t) v
)∣∣∣∣ ≤ φr(t), a.e.t ∈ R.

Definition 2.3. H : R × R × R→ R is called σ−Carathédory function if it satisfies
(i) t→ H

(
t, (1 + σ(t))u, 1

%(t) v
)

is measurable for any u, v ∈ R,

(ii) (u, v)→ H
(
t, (1 + σ(t))u, 1

%(t) v
)

is continuous for almost all t ∈ R,

(iii) for each r > 0, there exists nonnegative function φr ∈ L1(R) such that |u|, |v| ≤ r implies∣∣∣∣H (
t, (1 + σ(t))u, 1

%(t) v
)∣∣∣∣ ≤ φr(t), a.e.t ∈ R.

Define

X =
{
x : R→ R : x ∈ C0(R), ρx′ ∈ C0(R) lim

t→−∞
x(t), lim

t→+∞

x(t)
1+τ(t) exist, lim

t→±∞
ρ(t)x′(t) exist

}
.

For x ∈ X, define the norm of x by

||x|| = max
{

sup
t∈R

|x(t)|
1+τ(t) , sup

t∈R
ρ(t)|x′(t)|

}
.

One can prove that X is a Banach space with the norm ||x|| for x ∈ X. In fact, it is easy to see that X is a
normed linear space. Let {xn} be a Cauchy sequence in X. Then ||xm − xn|| → 0, m,n→ +∞. It follows that

sup
t∈R

|xm(t)−xn(t)|
1+τ(t) → 0,m,n→ +∞, sup

t∈R
ρ(t)|x′m(t) − x′n(t)| → 0,m,n→ +∞.

Then there exist two functions x0, y0 : R → R such that xn(t)
1+τ(t) → x0(t) and ρ(t)x′n(t) → y0(t) as n → +∞. We

need to prove that y0(t) = ρ(t)[(1 + τ(t))x0(t)]′ and (1 + τ(t))x0 ∈ X.
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Step 1. Prove that x0 ∈ C0(R).
For every ε > 0, since sup

t∈R

|xn(t)−xm(t)|
1+τ(t) → 0 as m,n→ +∞, then there exists N1 such that |xn(t)−xm(t)|

1+τ(t) < ε for all

m,n > N1 and t ∈ R. So
∣∣∣∣ xn(t)

1+τ(t) − x0(t)
∣∣∣∣ ≤ ε for all n > N1 and t ∈ R. Then xn(t)

1+τ(t) → x0(t) as n→ +∞ uniformly
on R.

For each t0 ∈ R, xn(t0)
1+τ(t0) → x0(t0) as n → +∞ implies that there exists N2 such that

∣∣∣∣ xn(t0)
1+τ(t0) − x0(t0)

∣∣∣∣ < ε for
all n > N2. Since both τ and xn are continuous at t = t0, Thus for n > max{N1,N2}, there exists δ > 0 such
that

∣∣∣∣ xn(t)
1+τ(t) −

xn(t0)
1+τ(t0)

∣∣∣∣ < ε for all |t − t0| < δ. We have

|x0(t) − x0(t0)| ≤
∣∣∣∣x0(t) − xn(t)

1+τ(t)

∣∣∣∣ +
∣∣∣∣ xn(t)

1+τ(t) −
xn(t0)

1+τ(t0)

∣∣∣∣ +
∣∣∣∣ xn(t0)

1+τ(t0) − x0(t0)
∣∣∣∣ ≤ 3ε

for all |t − t0| < δ. It follows that x0 is continuous at t0. Thus x0 ∈ C0(R).
Step 2. Prove that the limits lim

t→±∞
x0(t) exist.

For every ε > 0, since sup
t∈R

|xn(t)−xm(t)|
1+τ(t) → 0 as m,n → +∞, then there exists N1 such that |xn(t)−xm(t)|

1+τ(t) < ε for

all m,n > N1 and t ∈ R. Let t → ±∞, we get that
∣∣∣∣∣ lim
t→±∞

xn(t)
1+τ(t) − lim

t→±∞

xm(t)
1+τ(t)

∣∣∣∣∣ < ε for all m,n > N1. Then the

limit lim
n→+∞

lim
t→±∞

xn(t)
1+τ(t) exists.

Since xn(t)
1+τ(t) → x0(t) as n→ +∞ uniformly on R, we have that

lim
t→±∞

x0(t) = lim
t→±∞

lim
n→+∞

xn(t)
1+τ(t) = lim

n→+∞
lim

t→±∞

xn(t)
1+τ(t) .

Step 3. Prove that y0 ∈ C0(R) and the limits lim
t→±∞

y0(t) exist.

It is similar to those of the proofs in steps 1 and 2.
Step 4. Prove that y0(t) = ρ(t)[(1 + τ(t))x0(t)]′ and (1 + τ(t))x0 ∈ X.
We have that

1∫ t
−∞

1
ρ(s) ds

∣∣∣∣∣∣∣xn(t) − xn(t0) −
t∫

t0

y0(s)
ρ(t) ds

∣∣∣∣∣∣∣ ≤
∣∣∣∣∣∣∣

t∫
t0

∣∣∣∣x′n(s) − y0(s)
ρ(s)

∣∣∣∣ ds

∣∣∣∣∣∣∣
= 1∫ t

−∞

1
ρ(s) ds

∣∣∣∣∣∣∣
t∫

t0

1
ρ(s)

∣∣∣ρ(s)x′n(s) − y0(s)
∣∣∣ ds

∣∣∣∣∣∣∣ ≤ 1∫ t
−∞

1
ρ(s) ds

t∫
−∞

1
ρ(s) ds sup

t∈R

∣∣∣ρ(t)x′n(t) − y0(t)
∣∣∣

= sup
t∈R

∣∣∣ρ(t)x′n(t) − y0(t)
∣∣∣→ 0 as n→ +∞.

So

lim
n→+∞

(xn(t) − xn(t0)) =
t∫

t0

y0(s)
ρ(s) ds.

Then

(1 + τ(t))x0(t) − x0(t) =
t∫

t0

y0(s)
ρ(s) ds.

It follows that y0(t) = ρ(t)[(1 + τ(t))x0(t)]′. Then (1 + τ(t))x0 ∈ X. This shows us that X is a Banach space.

Define

Y =
{

y : R→ R : y ∈ C0(R), %y′ ∈ C0(R), lim
t→−∞

y(t), lim
t→+∞

y(t)
1+σ(t) exist, lim

t→±∞
%(t)y′(t) exist

}
.
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For y ∈ Y, define the norm of x by

||y|| = max
{

sup
t∈R

|y(t)|
1 + σ(t)

, sup
t∈R

%(t)|y′(t)|
}
.

One can prove similarly that Y is a Banach space with the norm ||y|| for y ∈ Y.

It follows that X × Y is a Banach space with the norm ||(x, y)|| = max
{
||x||, ||y||

}
for (x, y) ∈ X × Y.

For (x, y) ∈ X × Y, define T(x, y)(t) = (T1(x, y)(t),T2(x, y)(t)) with

T1(x, y)(t) =
+∞∫
−∞

ϕ(s, y(s), y′(s))ds +
t∫

−∞

Φ−1

(
Φ

(
a+

+∞∫
−∞

φ(s,y(s),y′(s))ds
)
+

+∞∫
s

f (u,y(u),y′(u))du
)

ρ(s)a(s,x(s),x′(s)) ds

and

T2(x, y)(t) =
+∞∫
−∞

ψ(s, x(s), x′(s))ds +
t∫

−∞

Ψ−1

(
Ψ

(
b+

+∞∫
−∞

χ(s,x(s),x′(s))ds
)
+

+∞∫
s
1(u,x(u),x′(u))du

)
%(s)b(s,y(s),y′(s)) ds.

Lemma 2.2. If assumptions (a)-(e) hold, then the following results hold:
(i) T(x, y) ∈ X × Y for all (x, y) ∈ X × Y;
(ii) (x, y) ∈ X × Y is a solution of BVP(1)-(2) if and only if (x, y) = T(x, y);
(iii) T is completely continuous.
Proof. (i) For x ∈ X, y ∈ Y, then there exists r > 0 such that ||x|| ≤ r and ||y|| ≤ r. Since f , φ, ϕ are

σ−Caratheodory functions, we see that there exists φr ∈ L1(R) such that

| f (t, y(t), y′(t))| =
∣∣∣∣ f (

t, (1 + σ(t)) y(t)
1+σ(t) ,

1
%(t)%(t)y′(t)

)∣∣∣∣ ≤ φr(t), t ∈ R,

|φ(t, y(t), y′(t))| =
∣∣∣∣φ (

t, (1 + σ(t)) y(t)
1+σ(t) ,

1
%(t)%(t)y′(t)

)∣∣∣∣ ≤ φr(t), t ∈ R,

|ϕ(t, y(t), y′(t))| =
∣∣∣∣ϕ (

t, (1 + σ(t)) y(t)
1+σ(t) ,

1
%(t)%(t)y′(t)

)∣∣∣∣ ≤ φr(t), t ∈ R,

m1 ≤ a(t, x(t), x′(t)) = a
(
t, (1 + τ(t)) x(t)

1+τ(t) ,
1
ρ(t)ρ(t)x′(t)

)
≤M1, t ∈ R,

a(t, x(t), x′(t)) = a
(
t, (1 + τ(t)) x(t)

1+τ(t) ,
1
ρ(t)ρ(t)x′(t)

)
→ a+, t→ +∞.

So ∣∣∣∣∣∣ +∞∫
−∞

f (s, y(s), y′(s))ds

∣∣∣∣∣∣ ≤ +∞∫
−∞

φr(s)ds < +∞,

∣∣∣∣∣∣ +∞∫
−∞

φ(s, y(s), y′(s))ds

∣∣∣∣∣∣ ≤ +∞∫
−∞

φr(s)ds < +∞,

∣∣∣∣∣∣ +∞∫
−∞

ϕ(s, y(s), y′(s))ds

∣∣∣∣∣∣ ≤ +∞∫
−∞

ϕr(s)ds < +∞.

By definition of T1, we get

T1(x,y)(t)
1+τ(t) =

+∞∫
−∞

ϕ(s,y(s),y′(s))ds

1+τ(t) + 1
1+τ(t)

t∫
−∞

Φ−1

(
Φ

(
a+

+∞∫
−∞

φ(s,y(s),y′(s))ds
)
+

+∞∫
s

f (u,y(u),y′(u))du
)

ρ(s)a(s,x(s),x′(s)) ds,

ρ(t)(T1(x, y))′(t) =
Φ−1

(
Φ

(
a+

+∞∫
−∞

φ(s,y(s),y′(s))ds
)
+

+∞∫
t

f (u,y(u),y′(u))du
)

a(t,x(t),x′(t)) .
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Then T1(x, y), ρ(T1(x, y))′ ∈ C0(R) and

|T1(x,y)(t)|
1+τ(t) ≤

+∞∫
−∞

|ϕ(s,y(s),y′(s))|ds

1+τ(t) + 1
1+τ(t)

t∫
−∞

Φ−1

(
Φ

(
a+

+∞∫
−∞

|φ(s,y(s),y′(s))|ds
)
+

+∞∫
s
| f (u,y(u),y′(u))|du

)
ρ(s)a(s,x(s),x′(s)) ds

≤

+∞∫
−∞

φr(s)ds + m1
1+τ(t)

t∫
−∞

Φ−1

(
Φ

(
a+

+∞∫
−∞

φr(s)ds
)
+

+∞∫
s
φr(u)du

)
ρ(s) ds

≤

+∞∫
−∞

φr(s)ds + m1Φ
−1

(
Φ

(
a+

+∞∫
−∞

φr(s)ds
)

+
+∞∫
−∞

φr(u)du
)
< +∞

and

ρ(t)|(T1(x, y))′(t)| ≤
Φ−1

(
Φ

(
a+

+∞∫
−∞

|φ(s,y(s),y′(s))|ds
)
+

+∞∫
t
| f (u,y(u),y′(u))|du

)
a(t,x(t),x′(t))

≤ m1Φ
−1

(
Φ

(
a+

+∞∫
−∞

|φr(s)ds
)

+
+∞∫
−∞

φr(s)ds
)
< +∞.

Hence T1(x, y) ∈ X. Similarly we have T2(x, y) ∈ Y. Then T(x, y) ∈ X × Y.
(ii) By the definition of T1 and T2, it is easy to show that (x, y) ∈ X × Y is a solution of BVP(1)-(2) if and

only if (x, y) = T(x, y).
(iii) We prove that T1 is completely continuous. Similarly we can prove that T2 is completely continuous.

It follows that T is completely continuous.
When the following four steps are done (Step 1 implies that T1 : X × Y→ X is continuous and Steps 2-4

imply that T1 maps bounded sets into relatively compact sets), it follows that T1 : X × Y→ X is completely
continuous. The details are similar to those of the proof of Lemma 3 in [39].

Step 1. We prove that T1 : X × Y→ X is continuous.
Step 2. we show that T1 maps bounded subsets into bounded sets.
Step 3. we prove that both

{T1(x,y)
1+τ(t) : (x, y) ∈ D

}
and {ρ(T1(x, y))′ : (x, y) ∈ D} are equi-continuous on each

finite subinterval on R.
Step 4. we show that both

{T1(x,y)
1+τ(t) : (x, y) ∈ D

}
and {ρ(T1(x, y))′ : (x, y) ∈ D} are equi-convergent both at

+∞ and −∞ respectively.
Similarly we can prove that T2 is completely continuous. Therefore, the operator T : X × Y → X × Y is

completely continuous. The proof is complete.

3. Main Theorems

In this section, the main results on the existence of solutions of BVP(1)-(2) are established.
(H). f , φ, ϕ areσ−Caratheodory functions and1, χ, ψτ−Caratheodory functions and satisfy the following

assumptions:
there exist non-negative functions ωi, j(i = 1, 2, j = 1, 2, 3) measurable on R and numbers

A1, j,B1, j,C1, j,D1, j,E1, j,F1, j ≥ 0, ( j = 1, 2, · · · , s),

A2, j,B2, j,C2, j,D2, j,E2, j,F2, j ≥ 0, ( j = 1, 2, · · · , r),

µs > µs−1 > · · · > µ1 > 0, δr > δr−1 > · · · > δ1 > 0
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such that

∣∣∣∣ f (
t, (1 + σ(t))u, 1

%(t) v
)∣∣∣∣ ≤ ω1,1(t)

M1,1 +
s∑

j=1
A1, jΦ(|u|µ j ) +

s∑
j=1

B1, jΦ(|v|µ j )

 ,
∣∣∣∣φ (

t, (1 + σ(t))u, 1
%(t) v

)∣∣∣∣ ≤ ω1,2(t)

M1,2 +
s∑

j=1
C1, j|u|µ j +

s∑
j=1

D1, j|v|µ j

 ,
∣∣∣∣ϕ (

t, (1 + σ(t))u, 1
%(t) v

)∣∣∣∣ ≤ ω1,3(t)

M1,3 +
s∑

j=1
E1, j|u|µ j +

s∑
j=1

F1, j|v|µ j

 ,
∣∣∣∣1 (t, (1 + τ(t))u, 1

ρ(t) v
)∣∣∣∣ ≤ ω2,1(t)

M2,1 +
r∑

j=1
A2, jΨ(|u|δ j ) +

r∑
j=1

B2, jΨ(|v|δ j )

 ,
∣∣∣∣χ (

t, (1 + τ(t))u, 1
ρ(t) v

)∣∣∣∣ ≤ ω2,2(t)

M2,2 +
r∑

j=1
C2, j|u|δ j +

r∑
j=1

D2, j|v|δ j

 ,
∣∣∣∣ψ (

t, (1 + τ(t))u, 1
ρ(t) v

)∣∣∣∣ ≤ ω2,3(t)

M2,3 +
r∑

j=1
E2, j|u|δ j +

r∑
j=1

F2, j|v|δ j


hold for all t,u, v ∈ R.

Denote

M0 = w1


 a+M1,2

∫ +∞

−∞
ω1,2(s)ds

Φ−1(1) + a+

+∞∫
−∞

ω1,2(s)ds
s∑

j=1

(
C1, j + D1, j

)−1,
M1 =

M1,3
∫ +∞

−∞
ω1,3(s)ds

Φ−1(1) +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

)

+m1ν1

M−1
0 +

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, j +

∑s
j=1 B1, j

  ,
N0 = w2


 b+M2,2

∫ +∞

−∞
ω2,2(s)ds

Ψ−1(1) + b+

+∞∫
−∞

ω2,2(s)ds
r∑

j=1

(
C2, j + D2, j

)−1,
N1 =

M2,3
∫ +∞

−∞
ω2,3(s)ds

Ψ−1(1) +
+∞∫
−∞

ω2,3(s)ds
r∑

j=1

(
E2, j + F2, j

)

+m2ν2

N−1
0 +

+∞∫
−∞

ω2,1(s)ds

M2,1 +
r∑

j=1
A2, j +

r∑
j=1

B2, j

  .

Theorem 3.1. Suppose that (a)-(c) and (H) hold. Then BVP(1.1)-(1.2) has at least one solution if
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(i1) µsδr > 1 with

(µsδr−1)
1

µsδr

µsδr−1

M
1
µs
1 N1

[
Ψ−1(1)(µsδr−1)+Ψ−1(1)(M1Φ−1(1)µsδr)

δr
δr−1

]
(
[Ψ−1(1)]

1
δr (M1Φ−1(1)µsδr)

1
δr−1 −M1Φ−1(1)(µsδr−1)

1
δr

) 1
µs
≤ 1, δr > 1,

(µsδr−1)
1

µsδr

µsδr−1

N
1
δr

1 M1

[
Φ−1(1)(µsδr−1)+Φ−1(1)(N1Ψ−1(1)µsδr)

µs
µs−1

]
(
[Φ−1(1)]

1
µs (N1Ψ−1(1)µsδr)

1
µs−1 −N1Ψ−1(1)(µsδr−1)

1
µs

) 1
δr
≤ 1, µs > 1

(5)

or

(ii) µsδr = 1 with

either M1 <
( 1

N1

) 1
δr

or N1 <
( 1

M1

) 1
µs

(6)

or

(iii) µsδr < 1.
Proof. Let the Banach spaces X, Y and X × Y with their norms be defined in Section 2, T(x, y) =

(T1(x, y),T2(x, y)) defined in Section 2. By Lemma 2.2, we seek solutions of BVP(1)-(2) by getting the
fixed points of T in X × Y, and T is well defined and is completely continuous. Let r1, r2 > 0. Denote
Ωr1,r2 = {(x, y) ∈ X × Y : ||x|| ≤ r1, ||y|| ≤ r2}. For (x, y) ∈ Ωr1,r2 , we have ||x|| ≤ r1 and ||y|| ≤ r2. Then

m1 ≤ a(t, x(t), x′(t)) = a
(
t, (1 + τ(t))

x(t)
1 + τ(t)

,
1
ρ(t)

ρ(t)x′(t)
)
≤M1, t ∈ R.

Using (H), we find

|T1(x,y)(t)|
1+τ(t) ≤

∫ +∞

−∞
|ϕ(s,y(s),y′(s))|ds

1+τ(t) + 1
1+τ(t)

t∫
−∞

Φ−1
(
Φ
(
a+

∫ +∞

−∞
|φ(s,y(s),y′(s))|ds

)
+
∫ +∞

s | f (u,y(u),y′(u))|du
)

ρ(s)a(s,x(s),x′(s)) ds

≤

+∞∫
−∞

|ϕ(s, y(s), y′(s))|ds + m1
1+τ(t)

t∫
−∞

Φ−1
(
Φ
(
a+

∫ +∞

−∞
|φ(s,y(s),y′(s))|ds

)
+
∫ +∞

−∞
| f (u,y(u),y′(u))|du

)
ρ(s) ds

≤

+∞∫
−∞

ω1,3(s)

M1,3 +
s∑

j=1
E1, j

(
|y(s)|

1+σ(s)

)µ j
+

s∑
j=1

F1, j(%(s)|y′(s)|)µ j

 ds

+
m1

∫ t
−∞

ds
ρ(s)

1+τ(t) Φ−1

Φ a+

+∞∫
−∞

ω1,2(s)

M1,2 +
s∑

j=1
C1, j

(
|y(s)|

1+σ(s)

)µ j

+
s∑

j=1
D1, j(%(s)|y′(s)|)µ j

 ds

 +
+∞∫
−∞

ω1,1(s)

M1,1 +
s∑

j=1
A1, jΦ

((
|y(s)|

1+σ(s)

)µ j)

+
s∑

j=1
B1, jΦ((%(s)|y′(s)|)µ j

 ds


≤

+∞∫
−∞

ω1,3(s)ds

M1,3 +
s∑

j=1
E1, j||y||µ j +

s∑
j=1

F1, j||y||µ j


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+m1Φ
−1

Φ a+

∫ +∞

−∞
ω1,2(s)ds

M1,2 +
s∑

j=1
C1, j||y||µ j +

s∑
j=1

D1, j||y||µ j


+

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, jΦ

(
||y||µ j

)
+

s∑
j=1

B1, jΦ(||y||µ j )


= M1,3

+∞∫
−∞

ω1,3(s)ds +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

)
||y||µ j

+m1Φ
−1

Φ a+M1,2

+∞∫
−∞

ω1,2(s)ds + a+

+∞∫
−∞

ω1,2(s)ds
s∑

j=1

(
C1, j + D1, j

)
||y||µ j


+M1,1

+∞∫
−∞

ω1,1(s)ds +
+∞∫
−∞

ω1,1(s)ds

 s∑
j=1

A1, j +
∑s

j=1 B1, j

Φ(||y||µ j )

 .
Since the supporting function of Φ is w1, we get

|T1(x,y)(t)|
1+τ(t) ≤M1,3

+∞∫
−∞

ω1,3(s)ds +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

)
||y||µ j

+m1Φ
−1

Φ  a+M1,2
∫ +∞

−∞
ω1,2(s)ds

Φ−1(1) + a+

+∞∫
−∞

ω1,2(s)ds
s∑

j=1

(
C1, j + D1, j

) max{Φ−1(1), ||y||µs }

)

+M1,1

+∞∫
−∞

ω1,1(s)ds +
+∞∫
−∞

ω1,1(s)ds

 s∑
j=1

A1, j +
∑s

j=1 B1, j

Φ(||y||µ j )


≤M1,3

+∞∫
−∞

ω1,3(s)ds +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

)
||y||µ j

+m1Φ
−1

 Φ(max{Φ−1(1), ||y||µs })

w1


 a+M1,2

∫ +∞
−∞

ω1,2(s)ds

Φ−1(1)
+a+

∫ +∞

−∞
ω1,2(s)ds

s∑
j=1

(C1, j+D1, j)
−1

+M1,1

+∞∫
−∞

ω1,1(s)ds +
+∞∫
−∞

ω1,1(s)ds

 s∑
j=1

A1, j +
s∑

j=1
B1, j

Φ(||y||µ j )


≤

M1,3
∫ +∞

−∞
ω1,3(s)ds

Φ−1(1) +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

) max{Φ−1(1), ||y||µs }

+m1Φ
−1

M−1
0 +

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, j +

s∑
j=1

B1, j

 max{1, Φ(||y||µs )}
)
.

Since the supporting function of Φ−1 is ν1, we get

|T1(x,y)(t)|
1+τ(t) ≤

M1,3
∫ +∞

−∞
ω1,3(s)ds

Φ−1(1) +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

) max{Φ−1(1), ||y||µs }
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+m1ν1

M−1
0 +

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, j +

s∑
j=1

B1, j

 max{Φ−1(1), ||y||µs }

= M1

[
Φ−1 (1) + ||y||µs

]
, t ∈ R.

It follows that

|T1(x, y)(t)|
1 + τ(t)

≤M1

[
Φ−1 (1) + ||y||µs

]
, t ∈ R. (7)

On the other hand, we have

ρ(t)|(T1(x, y))′(t)| ≤
Φ−1

(
Φ
(
a+

∫ +∞

−∞
|φ(s,y(s),y′(s))|ds

)
+
∫ +∞

t | f (u,y(u),y′(u))|du
)

a(t,x(t),x′(t))

≤ m1ν1

M−1
0 +

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, j +

s∑
j=1

B1, j

 max
{
Φ−1(1), ||y||µs

}
.

It follows that

||T1(x, y)|| ≤M1

[
Φ−1 (1) + ||y||µs

]
≤M1

[
Φ−1 (1) + rµs

2

]
. (8)

Similarly we can show that

||T2(x, y)|| ≤ N1[Ψ−1(1) + ||x||δr ] ≤ N1[Ψ−1(1) + rδr
1 ]. (9)

Consider the following inequality system

M1

[
Φ−1 (1) + rµs

2

]
≤ r1, N1[Ψ−1(1) + rδr

1 ] ≤ r2.

It is transformed in to the following form:

M1

[
Φ−1 (1) + rµs

2

]
≤ r1 ≤

(
r2
N1
−Ψ−1(1)

) 1
δr , (10)

or

N1[Ψ−1(1) + rδr
1 ] ≤ r2 ≤

(
r1

M1
−Φ−1(1)

) 1
µs . (11)

Case (i1). µsδr > 1, δr > 1.
Choose

r1 =
[Ψ−1(1)]

1
δr (M1Φ−1(1)µsδr)

1
δr−1

(µsδr−1)
1
δr

.

Then we get from

(µsδr−1)
1

µsδr

µsδr−1

M
1
µs
1 N1

[
Ψ−1(1)(µsδ−1)+Ψ−1(1)(M1Φ−1(1)µsδr)

δr
δr−1

]
(
[Ψ−1(1)]

1
δr (M1Φ−1(1)µsδr)

1
δr−1 −M1Φ−1(1)(µsδr−1)

1
δr

) 1
µs
≤ 1

that

N1[Ψ−1(1) + rδr
1 ] ≤

(
r1

M1
−Φ−1(1)

) 1
µs .

Choose r2 such that

N1[Ψ−1(1) + rδr
1 ] ≤ r2 ≤

(
r1

M1
−Φ−1(1)

) 1
µs . (12)
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Then, for (x, y) ∈ Ωr1,r2 , using (8), (9) and (12), we have

||T1(x, y)|| ≤M1[Φ−1(1) + rµs

2 ] ≤ r1, ||T2(x, y)|| ≤ N1[Ψ−1(1) + rδr
1 ] ≤ r2.

Then T(x, y) = (T1(x, y),T2(x, y)) ∈ Ωr1,r2 .
Then, Schauder fixed point theorem implies that T has a fixed point (x, y) ∈ Ωr1,r2 , which is a solution of

BVP (1)-(2).
Case (i2). µsδr > 1, µs > 1.
Choose

r2 =
[Φ−1(1)]

1
µs (N1Ψ−1(1)µsδr)

1
µs−1

(µsδr−1)
1
µs

.

Then we get from

(µsδr−1)
1

µsδr

µsδr−1

N
1
δr

1 M1

[
Φ−1(1)(µsδ−1)+Φ−1(1)(N1Ψ−1(1)µsδr)

µs
µs−1

]
(
[Φ−1(1)]

1
µs (N1Ψ−1(1)µsδr)

1
µs−1 −N1Ψ−1(1)(µsδr−1)

1
µs

) 1
δr
≤ 1

that
M1

[
Φ−1 (1) + rµs

2

]
≤

(
r2
N1
−Ψ−1(1)

) 1
δr .

Choose r1 such that

M1

[
Φ−1 (1) + rµs

2

]
≤ r1 ≤

(
r2
N1
−Ψ−1(1)

) 1
δr . (13)

Then, for (x, y) ∈ Ωr1,r2 , using (8), (9) and (13), we have

||T1(x, y)|| ≤M1[Φ−1(1) + rµs

2 ] ≤ r1, ||T2(x, y)|| ≤ N1[Ψ−1(1) + rδr
1 ] ≤ r2.

Then T(x, y) = (T1(x, y),T2(x, y)) ∈ Ωr1,r2 .
Then, Schauder fixed point theorem implies that T has a fixed point (x, y) ∈ Ωr1,r2 , which is a solution of

BVP (1)-(2).
Case (ii). µsδr = 1.

Case (ii1). M1 <
(

1
N1

) 1
δr .

Since
lim

r2→+∞

M1[Φ−1(1)+rµs
2 ](

r2
N1
−Ψ−1(1)

) 1
δr

= M1(
1

N1

) 1
δr
< 1,

we can choose r2 > 0 sufficiently large such that

M1

[
Φ−1 (1) + rµs

2

]
≤

(
r2
N1
−Ψ−1(1)

) 1
δr .

Then we can choose r1 such that

M1

[
Φ−1 (1) + rµs

2

]
≤ r1 ≤

(
r2
N1
−Ψ−1(1)

) 1
δr . (14)

Then, for (x, y) ∈ Ωr1,r2 , using (8), (9) and (14), we have

||T1(x, y)|| ≤M1[Φ−1(1) + rµs

2 ] ≤ r1, ||T2(x, y)|| ≤ N1[Ψ−1(1) + rδr
1 ] ≤ r2.

Then T(x, y) = (T1(x, y),T2(x, y)) ∈ Ωr1,r2 .
Then, Schauder fixed point theorem implies that T has a fixed point (x, y) ∈ Ωr1,r2 , which is a solution of

BVP (1)-(2).
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Case (ii2). N1 <
(

1
M1

) 1
µs .

Since
lim

r1→+∞

N1[Ψ−1(1)+rδr
1 ](

r1
M1
−Φ−1(1)

) 1
µs

= N1(
1

M1

) 1
µs
< 1,

we can choose r1 > 0 sufficiently large such that

N1[Ψ−1(1) + rδr
1 ] ≤

(
r1

M1
−Φ−1(1)

) 1
µs .

Then we can choose r2 such that

N1[Ψ−1(1) + rδr
1 ] ≤ r2 ≤

(
r1

M1
−Φ−1(1)

) 1
µs . (15)

Then, for (x, y) ∈ Ωr1,r2 , using (8), (9) and (15), we have

||T1(x, y)|| ≤M1[Φ−1(1) + rµs

2 ] ≤ r1, ||T2(x, y)|| ≤ N1[Ψ−1(1) + rδr
1 ] ≤ r2.

Then T(x, y) = (T1(x, y),T2(x, y)) ∈ Ωr1,r2 .
Then, Schauder fixed point theorem implies that T has a fixed point (x, y) ∈ Ωr1,r2 , which is a solution of

BVP (1)-(2).
Case (iii). µsδr < 1.
It follows that there exists r1 > 0 sufficiently large such that

N1[Ψ−1(1) + rδr
1 ] ≤

(
r1

M1
−Φ−1(1)

) 1
µs .

This allows us to choose r2 such that

N1[Ψ−1(1) + rδr
1 ] ≤ r2 ≤

(
r1

M1
−Φ−1(1)

) 1
µs . (16)

Then, for (x, y) ∈ Ωr1,r2 using (8), (9) and (16), we have

||T1(x, y)|| ≤M1[Φ−1(1) + rµs

2 ] ≤ r1, ||T2(x, y)|| ≤ N1[Ψ−1(1) + rδr
1 ] ≤ r2.

Then T(x, y) = (T1(x, y),T2(x, y)) ∈ Ωr1,r2 .
Then, Schauder fixed point theorem implies that T has a fixed point (x, y) ∈ Ωr1,r2 , which is a solution of

BVP (1)-(2).
The proof is complete.

Theorem 3.2. Suppose that (a)-(e) hold and a+ > 0, b+ > 0, f , φ, ϕ, χ, ψ, 1 are nonnegative with
φ(t,u, v), χ(t,u, v) . 0 on R and (H) holds. Then BVP(1)-(2) has at least one unbounded positive solu-
tion if

(i) µsδr > 1 with

(µsδr−1)
1

µsδr

µsδr−1

M
1
µs
1 N1

[
Ψ−1(1)(µsδ−1)+Ψ−1(1)(M1Φ−1(1)µsδr)

δr
δr−1

]
(
[Ψ−1(1)]

1
δr (M1Φ−1(1)µsδr)

1
δr−1 −M1Φ−1(1)(µsδr−1)

1
δr

) 1
µs
≤ 1, δr > 1,

or

(µsδr−1)
1

µsδr

µsδr−1

N
1
δr

1 M1

[
Φ−1(1)(µsδ−1)+Φ−1(1)(N1Ψ−1(1)µsδr)

µs
µs−1

]
(
[Φ−1(1)]

1
µs (N1Ψ−1(1)µsδr)

1
µs−1 −N1Ψ−1(1)(µsδr−1)

1
µs

) 1
δr
≤ 1, µs > 1

(17)
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or

(ii) µsδr = 1 with

either M1 <
( 1

N1

) 1
δr

or N1 <
( 1

M1

) 1
µs

(18)

or

(iii) µsδr < 1.
Proof. From Theorem 3.1, we know that BVP(1)-(2) has at least one solution (x, y) ∈ X × Y. We need to

prove that both x and y are unbounded and positive.
Since

x(t) =
+∞∫
−∞

ϕ(s, y(s), y′(s))ds +
t∫

−∞

Φ−1

(
Φ

(
a+

+∞∫
−∞

φ(s,y(s),y′(s))ds
)
+

+∞∫
s

f (u,y(u),y′(u))du
)

ρ(s)a(s,x(s),x′(s)) ds

and

y(t) =
+∞∫
−∞

ψ(s, x(s), x′(s))ds +
t∫

−∞

Ψ−1

(
Ψ

(
b+

+∞∫
−∞

χ(s,x(s),x′(s))ds
)
+

+∞∫
s
1(u,x(u),x′(u))du

)
%(s)b(s,y(s),y′(s)) ds

and f , φ, ϕ, χ, ψ, 1 are nonnegative with φ(t,u, v), χ(t,u, v) . 0 on R, we know that both x and y are nonneg-
ative on R.

Furthermore, we have for t > 0 that

x(t) ≥
t∫

0

Ψ−1

(
Ψ

(
a+

+∞∫
−∞

φ(s,y(s),y′(s))ds
))

ρ(s)a(s,x(s),x′(s)) ds ≥M1

t∫
0

ds
%(s) a+

+∞∫
−∞

φ(s, y(s), y′(s))ds→ +∞ as t→ +∞.

So x is unbounded and positive on R. Similarly, we can show that y is unbounded and positive on R. The
proof is completed.

4. An Example

There have been many papers such as [13, 34] concerned with some special cases of BVP(1)-(2), but our
results (Theorem 3.1 and Theorem 3.2) are different from known ones since the following example can not
be solved by known theorems obtained in mentioned papers. The conditions assumed on the data of the
problem are technical that it is not difficult to understand.

Now, we present a concrete example to illustrate the applicability of the main theorems.
Example 4.1. Consider the following problem((

e−t
(
1 +

2(1+et)2

(2+t2)(1+et)2+[x(t)]2+e−2t(1+et)2[x′(t)]2

)
x′(t)

)3)′
+ f (t, y(t), y′(t)) = 0, t ∈ R,

((
e−t

(
2 +

2(1+et)2

(2+t2)(1+et)2+[x(t)]4+e−2t(1+et)2[x′(t)]4

)
x′(t)

)5)′
+ 1(t, x(t), x′(t)) = 0, t ∈ R

lim
t→+∞

ρ(t)x′(t) =
√
π, lim

t→−∞
x(t) = 0, lim

t→+∞
%(t)y′(t) =

√
π, lim

t→−∞
y(t) = 0,

(19)

where
f (t,u, v) = e−t2

[
M1,1 +

∑s
j=1 A1, j

(
|u|

1+et

)3µ j
+

∑s
j=1 B1, je−3µ jt|v|3µ j

]
,

1(t,u, v) = e−t2
[
M2,1 +

∑r
j=1 A2, j

(
|u|

1+et

)5δ j
+

∑r
j=1 B2, je−5δ jt|v|5δ j

]
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with
A1, j,B1, j,M1,1 ≥ 0( j = 1, 2, · · · , s), A2, j,B2, j,M2,1 ≥ 0( j = 1, 2, · · · , r),

µs > µs−1 > · · · > µ1 > 0, δr > δr−1 > · · · > δ1 > 0.

Corresponding to BVP(1)-(2), we can choose
(a) φ(t,u, v) = χ(t,u, v) = e−t2

, ϕ(t,u, v) = ψ(t,u, v) = 0, we have that φ,ϕ defined on R3 are
σ−Caratheodory functions, χ,ψ defined on R3 τ−Caratheodory functions.

(b) ρ(t) = %(t) = e−t. One sees that τ(t) =
t∫

−∞

1
ρ(s) ds = σ(t) =

t∫
−∞

1
%(s) ds = et and

0∫
−∞

1
ρ(s) ds < +∞,

+∞∫
0

1
ρ(s) ds = +∞,

0∫
−∞

1
%(s) ds < +∞,

+∞∫
0

1
%(s) ds = +∞.

(c)

a(t,u, v) = 1 +
2(1+et)2

(2+t2)(1+et)2+u2+e−2t(1+et)2v2 , b(t,u, v) = 2 +
2(1+et)2

(2+t2)(1+et)2+u4+e−2t(1+et)2v4 .

It is easy to verify that the following items are satisfied:
• a, b : R × R × R→ (0,+∞) is continuous and satisfies that

lim
t→+∞

a(t, (1 + τ(t))u, v/ρ(t)) = a+ = 1 > 0, lim
t→+∞

b(t, (1 + σ(t))u, v/%(t)) = b+ = 2 > 0

uniformly for u, v ∈ R, and there exist constants mi > 0, Mi > 0 such that

1 = m1 ≤ a
(
t, (1 + τ(t))u, v

ρ(t)

)
≤M1 = 2, 2 = m2 ≤ b

(
t, (1 + σ(t))u, v

%(t)

)
≤M2 = 3

holds for all t ∈ R,u ∈ R, v ∈ R.
(d) Φ(x) = x3 and Ψ(x) = x5 that are quasi-Laplacian operators, the inverse operators of Φ,Ψ are

Φ−1(x) = x
1
3 and Ψ−1(x) = x

1
5 respectively, the supporting functions of Φ,Ψ are w1(x) = x3 and w2(x) = x5,

the supporting functions of Φ−1,Ψ−1 ν1(x) = x
1
3 and ν2(x) = x

1
5 .

Choose
ω1,1(t) = ω1,2(t) = ω2,1(t) = ω2,2(t) = e−t2

, ω1,3(t) = ω2,3(t) = 0,

M1,2 = M2,2 = 1,C1, j = D1, j = E1, j = F1, j = 0( j = 1, 2, · · · , s),

M1,3 = M2,3 = 0,C2, j = D2, j = E2, j = F2, j = 0( j = 1, 2, · · · , r).

Then ∣∣∣∣ f (
t, (1 + σ(t))u, 1

%(t) v
)∣∣∣∣ ≤ ω1,1(t)

[
M1,1 +

∑s
j=1 A1, jΦ(|u|µ j ) +

∑s
j=1 B1, jΦ(|v|µ j )

]
,∣∣∣∣φ (

t, (1 + σ(t))u, 1
%(t) v

)∣∣∣∣ ≤ ω1,2(t),
∣∣∣∣ϕ (

t, (1 + σ(t))u, 1
%(t) v

)∣∣∣∣ = 0,∣∣∣∣1 (t, (1 + τ(t))u, 1
ρ(t) v

)∣∣∣∣ ≤ ω2,1(t)
[
M2,1 +

∑r
j=1 A2, jΨ(|u|δ j ) +

∑r
j=1 B2, jΨ(|v|δ j )

]
,∣∣∣∣χ (

t, (1 + τ(t))u, 1
ρ(t) v

)∣∣∣∣ ≤ ω2,2(t),
∣∣∣∣ψ (

t, (1 + τ(t))u, 1
ρ(t) v

)∣∣∣∣ = 0

hold for all t ∈ R,u, v ∈ R. So f , φ, ϕ are σ−Caratheodory functions and 1, χ, ψ τ−Caratheodory functions.
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Moreover, we have

M0 = w1


 a+M1,2

∫ +∞

−∞
ω1,2(s)ds

Φ−1(1) + a+

+∞∫
−∞

ω1,2(s)ds
s∑

j=1

(
C1, j + D1, j

)−1 = 1,

M1 =
M1,3

∫ +∞

−∞
ω1,3(s)ds

Φ−1(1) +
+∞∫
−∞

ω1,3(s)ds
s∑

j=1

(
E1, j + F1, j

)

+m1ν1

M−1
0 +

+∞∫
−∞

ω1,1(s)ds

M1,1 +
s∑

j=1
A1, j +

∑s
j=1 B1, j

 
=

1 +
√
π(M1,1 +

r∑
j=1

A1, j +
∑r

j=1 B1, j


1
3

,

and

N0 = w2


 b+M2,2

∫ +∞

−∞
ω2,2(s)ds

Ψ−1(1) + b+

+∞∫
−∞

ω2,2(s)ds
r∑

j=1

(
C2, j + D2, j

)−1 = 1
32 ,

N1 =
M2,3

∫ +∞

−∞
ω2,3(s)ds

Ψ−1(1) +
+∞∫
−∞

ω2,3(s)ds
r∑

j=1

(
E2, j + F2, j

)

+m2ν2

N−1
0 +

+∞∫
−∞

ω2,1(s)ds

M2,1 +
r∑

j=1
A2, j +

∑r
j=1 B2, j

 
= 2

32 +
√
π(M2,1 +

r∑
j=1

A2, j +
∑r

j=1 B2, j


1
5

.

Hence by Theorem 3.1 and Theorem 3.2, BVP(19) has at least one unbounded positive solution if one of
(i), (ii) or (iii) in Theorem 3.1 holds.

Remark 4.2. In Example 4.1, choose

f (t,u, v) = e−t2
[
M1,1 + A1,1

(
|u|

1+et

)3µ
+ B1,1e−3µt

|v|3µ
]
,

1(t,u, v) = e−t2
[
M2,1 + A2,1

(
|u|

1+et

)5δ
+ B2,1e−5δt

|v|5δ
]

with A1,1,B1,1,M1,1 ≥ 0, A2,1,B2,1,M2,1 ≥ 0, µ > 0, δ > 0. It follows from Example 4.1 that BVP(19) has at
least one unbounded positive solution if

(i) µδ > 1 with

(µδ−1)
1
µδ

µδ−1

M
1
µ
1 N1

[
µδ−1+(M1µδ)

δ
δ−1

]
(
(M1µδ)

1
δ−1 −M1(µδ−1)

1
δ

) 1
µ
≤ 1 for δ > 1, or (µδ−1)

1
µδ

µδ−1

N
1
δ

1 M1

[
(µδ−1)+(N1µδ)

µ
µ−1

]
(
(N1µδ)

1
µ−1 −N1(µδ−1)

1
µ

) 1
δ
≤ 1 for µ > 1

or

(ii) µδ = 1 with either M1 <
(

1
N1

) 1
δ or N1 <

(
1

M1

) 1
µ or
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(iii) µδ < 1.
Here

M0 = 1, N0 = 1
32 , M1 =

(
1 +
√
π(M1,1 + A1,1 + B1,1

) 1
3 , N1 = 2

(
32 +

√
π(M2,1 + A2,1 + B2,1

) 1
5 .

Acknowledgments
The authors would like to thank the referees and editors for their careful reading and some kindly

comments on improving the presentation of this paper.

References

[1] N. A. Asifa, R. A. Khan, Positive solutions to singular system with four-point coupled boundary conditions, J. Math. Anal. Appl.
386 (2012) 848-861.

[2] C. Avramescu, C. Vladimirescu, Existence of Homoclinic solutions to a nonlinear second order ODE, Dynamics of continuous,
discrete and impulsive systems, Ser. A, Math Anal. 15 (2008) 481-491.

[3] C. Avramescu, C. Vladimirescu, Existence of solutions to second order ordinary differential equations having finite limits at ±∞,
Electronic Journal of Differential Equations 18 (2004) 1-12.

[4] C. Avramescu and C. Vladimirescu, Limits of solutions of a perturbed linear differential equation, Electron. J. Qual. Theory Differ.
Equations 3 (2002) 1-11.

[5] A. Calamai, Heteroclinic solutions of boundary value problems on the real line involving singular Φ-Laplacian operators, J.
Math. Anal. Appl. 378 (2011) 667-679.

[6] J. R. Cannon, The solution of the heat equation subject to the specification of energy, Quart. Appl. Math. 21 (1963) 155-160.
[7] A. Cabada, J.A. Cid, Heteroclinic solutions for non-autonomous boundary value problems with singular Φ-Laplacian operators,

Discrete Contin. Dyn. Syst. 2009, Dynamical Systems, Differential Equations and Applications. 7th AIMS Conference, suppl.
118–122.

[8] Y. S. Choi and K. Y. Chan, A parabolic equation with nonlocal boundary conditions arising from electrochemistry, Nonlinear
Anal. 18 (1992) 317-331.

[9] Z. Chen, L. Du, Boundary value problem for degenerate and singular p−Laplacian systems, Acta Mathematica Scientia 28B(3)
(2008) 651-664.

[10] J. Bebernes, D. Eberly. Mathematical problems from combustion theory, Appl. Math. Sci. vol 83, Springer, New York, 1989
[11] B. Bianconi, F. Papalini, Non-autonomous boundary value problems on the real line, Discrete and continuous dynamical systems,

15 (2006) 759-776.
[12] B. Cahlon, D. M. Kulkarni and P. Shi, Stepwise stability for the heat equation with a nonlocal constraint, SIAM J. Numer. Anal.

32 (1995) 571-593.
[13] G. Cupini, C. Marcelli, F. Papalini, On the solvability of a boundary value problem on the real line, Boundary Value Problem 26

(2011) 1-17.
[14] X. Chen, Z. Zhang, Positive solutions for a multi-parameter system of second-order ordinary differential equations, Sci China

Math. 54(2011), 959-972.
[15] X. Cheng, C. Zhong, Existence of positive solutions for a second-order ordinary differential system, J. Math. Anal. Appl. 312

(2005) 14-23.
[16] J. M. doo, S. Lorca, P. Ubilla, Local superlinearity for elliptic systems involving parameters, Journal of Differential Equations

211(1) (2005) 1-19.
[17] M. Denche, A. L. Marhoune, High-order mixed-type differential equations with weighted integral boundary conditions, Electron.

J. Diff. Eqns. 60 (2000) 1-10.
[18] D.R. Dunninger, H. Wang, Multiplicity of positive radial solutions for an elliptic system on an annulus, Nonlinear Anal. 42 (2000)

803-811.
[19] R. E. Ewing and T. Lin, A class of parameter estimation techniques for fluid flow in porous media, Adv. Water Ressources 14

(1991) 89-97.
[20] J. M. Gallardo, Second order differential operators with integral boundary conditions and generation of analytic semigroups,

Rocky Mountain J. Math. 30 (2000) 1265-1291.
[21] J. Henderson, R. Luca, Positive solutions for systems of singular higher-order multi-point boundary value problems, British

Journal of Mathematics and Computer Science 4(4) (2014) 460-473.
[22] J. Henderson, R. Luca, Positive solutions for singular systems of multi-point boundary value problems. Math. Methods Appl.

Sci. 36 (2013) 814-828.
[23] J. Henderson, R. Luca, Existence of positive solutions for a system of higher-order multi-point boundary value problems. Appl.

Math. Comput. 219 (2012) 3709-3720.
[24] J. Henderson, R. Luca, Positive solutions for a system of second-order multi-point boundary value problems. Appl. Math.

Comput. 218 (2012) 6083-6094.
[25] J. Henderson, R. Luca, Existence and multiplicity for positive solutions of a multipoint boundary value problem. Appl. Math.

Comput. 218 (2012) 10572-10585.
[26] J. Henderson, S. K. Ntouyas, Positive solutions for systems of nth order three-point nonlocal boundary value problems. Electron.

J. Qual. Theory Differ. Equ. 18 (2007) 1-12.



Y. Liu / Filomat 30:13 (2016), 3547–3564 3564

[27] J. Henderson, S. K. Ntouyas, I. K. Purnaras, Positive solutions for systems of m-point nonlinear boundary value problems. Math.
Model. Anal. 13 (2008) 357-370.

[28] D.D. Joseph, E.M. Sparrow. Nonlinear diffusion induced by nonlinear sources, Q. Appl. Math. 28 (1970) 327-342.
[29] G. L. Karakostas, Positive solutions for the Φ−Laplacian when Φ is a sup-multiplicative-like function, Electron. J. Diff. Eqns. 68

(2004) 1-12.
[30] H. Keller, D. Cohen. Some positone problems suggested by nonlinear heat generation, J. Math. Mech. 16 (1967) 1361-1376.
[31] G. L. Karakostas, P. Ch. Tsamatos, Multiple positive solutions of some Fredholm integral equations arisen from nonlocal boundary-

value problems, Electron. J. Diff. Equ. 30 (2002) 1-17.
[32] G. L. Karakostas and P. Ch. Tsamatos, Existence results for some n-dimensional nonlocal boundary-value problems, J. Math.

Anal. Appl. 259 (2001) 429–438.
[33] L. E. Kyoung, L. Yong-Hoon, A multiplicity result for generalized Laplacian system with multi-parameters, Nonlinear Anal. 71

(2009) 366-376.
[34] L. E. Kyoung, L. Yong-Hoon, A global multiplicity result for two-point boundary value problems of p-Laplacian systems, Sci.

China Math. 53 (2010) 967-984.
[35] Y. H. Lee, Multiplicity of positive radial solutions for multi-parameter semi-linear elliptic systems on an annulus, J. Differential

Equations 174 (2001) 420-441.
[36] R. Luca, Positive solutions for a second-order m-point boundary value problem, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math.

Anal. 18 (2011) 161-176.
[37] R. Luca, Positive solutions of m-Point boundary value problems for systems of nonlinear second-order differential equations,

Annals of the Alexandru Ioan Cuza University-Mathematics 57 (2011) 161-173.
[38] H. Lain, W. Ge, Calculus of variations for a boundary value problem of differential system on the half line, Comput. Math. Appl.

58 (2009) 58-64.
[39] Y. Liu, Solvability of boundary value problems for singular quasi-Laplacian differential equations on the whole line, Mathematical

Modelling and Analysis 17(3) (2012) 423-446.
[40] L. Liu, Y. Hao, X. Hao, Y. Wu, Positive solutions for nonlinear singular differential systems involving parameter on the half-line,

Abstract and Applied Analysis 2012 (2012) Article ID 161925, 20 pages.
[41] B. Liu, L. Liu, Y. Wu, Positive solutions for singular systems of three-point boundary value problems. Comput. Math. Appl. 53

(2007) 1429-1438.
[42] C. Marcelli, The role of boundary data on the solvability of some equations involving non-autonomous nonlinear differential

operators, Boundary Value Problems 252 (2013) 1-13.
[43] C. Marcelli, F. Papalini, Heteroclinic connections for fully non-linear non-autonomous second-order differential equations, Journal

of Differential Equations 241 (2007) 160-183.
[44] N. Nyamoradi, Positive solutions for system of third-order generalized Ssturm-Liouville boundary value problems with (p, q)-

Laplacian, International Journal of Nonlinear Science 15 (2013) 27-34.
[45] L. S. Pulkina, A non-local problem with integral conditions for hyperbolic equations, Electron. J. Differ. Equations 45 (1999) 1-6.
[46] C. G. Philos, I. K. Purnaras, A boundary value problem on the whole line to second order nonlinear differential equations,

Georgian Mathematical Journal 17 (2010) 241-252.
[47] A. A. Samarski, Some problems in the modern theory of differential equations, Differentsial’nye Uravneniya 16 (1980) 1221-1228.
[48] P. Shi, weak solution to evolution problem with a nonlocal constraint, SIAM J. Anal. 24 (1993) 46-58.
[49] P. Shi and M. Shillor, Design of Contact Patterns in One Dimentional Thermoelasticity, in Theoretical Aspects of Industrial Design,

Society for Industrial and Applied Mathematics, Philadelphia, PA, 1992.
[50] H. Su, Z. Wei, X. Zhang, J. Liu, Positive solutions of n-order and m-order multi-point singular boundary value system. Appl.

Math. Comput. 188 (2007) 1234-1243.
[51] S. Xi, M. Jia, J. Ji, Positive solutions of boundary value problems for systems of second-order differential equations with integral

boundary condition on the half-line, Electron. J. of Qual. Theory of Differ. Equations 31 (2009) 1-13.
[52] N. I. Yurchuk, Mixed problem with an integral condition for certain parabolic equations, Differential Equations 22 (1986) 1457-

1463.
[53] Z. Yang, Positive solutions to a system of second-order nonlocal boundary value problems. Nonlinear Anal. 62 (2005) 1251-1265.
[54] Y. Zhou, Y. Xu, Positive solutions of three-point boundary value problems for systems of nonlinear second order ordinary

differential equations. J. Math. Anal. Appl. 320 (2006) 578-590.
[55] P. Zhao, W. Zhou, C. Zhong, The existence of three nontrival solutions of a class of elliptic systems, Nonlinear Anal. 49 (2002)

431-443.


