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Abstract. Let G be a connected graph with vertex set V(G) = {v1, v2, . . . , vn} and edge set E(G).D(G) = (di j)n×n

is the distance matrix of G,where di j denotes the distance between vi and v j. Let λ1(D) ≥ λ2(D) ≥ · · · ≥ λn(D)
be the distance spectrum of G. A graph G is said to be determined by its distance spectrum if any graph
having the same distance spectrum as G is isomorphic to G. Trees can not be determined by its distance
spectrum. Naturally, we prove that two kinds of special trees path Pn and double star S(a, b) are determined
by their distance spectra in this paper.

1. Introduction

All graphs in this paper are undirected, simple and connected. Let G be a graph with vertex set
V(G) = {v1, v2, . . . , vn} and edge set E(G). Let NG(v) denote the neighbor set of v in G. The distance between
vertices u and v of a graph G is denoted by duv. The diameter of G, denoted by d or d(G), is the maximum
distance between any pair of vertices of G. Let X be a subset of V(G). The induced subgraph G[X] is the
subgraph of G whose vertex set is X and whose edge set consists of all edges of G which have both ends in
X. The complete product G1 ∨G2 of graphs G1 and G2 is the graph obtained from G1 ∪G2 by joining every
vertex of G1 with every vertex of G2.

The distance matrix D(G) = (di j)n×n of a connected graph G is the matrix indexed by the vertices of
G, where di j denotes the distance between the vertices vi and v j. Let λ1(D) ≥ λ2(D) ≥ · · · ≥ λn(D) be the
spectrum of D(G), that is, the distance spectrum of G. The polynomial PD(λ) = det|λI − D(G)| is defined
as the distance characteristic polynomial of a graph G. A graph G is said to be determined by its distance
spectrum if there is no other nonisomorphic graph with the same distance spectrum as G.

Spectral characterization problem was proposed by Dam and Haemers in [3]. In their paper, Dam and
Haemers investigated the cospectrality of graphs up to order 11. They showed that the adjacency matrix
appears to be the worst representation in terms of producing a large number of cospectral graphs. The
Laplacian is superior in this regard and the signless Laplacian even better. Subsequently, Dam et al. [4, 5]
wrote two excellent surveys on this topic.

So far, only a few families of graphs were shown to be determined by their spectra, and most of these
results focused on adjacency, Laplacian or signless Laplacian spectra. Especially, there are much fewer
results on which graphs are determined by their distance spectra. In [7], Lin et al. proved that the complete
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bipartite graph Kn1,n2 and the complete split graph Ka ∨ Kc
b are determined by their distance spectra, and

conjectured that the complete k-partite graph Kn1,n2,...,nk is determined by its distance spectrum. Recently, Jin
and Zhang [6] have confirmed the conjecture.

In fact, trees can not be determined by its distance spectrum. McKay [8] constructed the smallest
distance cospectral trees on 17 vertices. Using Nauty (a computer program for generating graphs available
at http://cs.anu.edu.au/∼bdm/nauty/), Aouchiche and Hansen [1] constructed the distance cospectral mates
with at most 20 vertices. Thus a question naturally arises: can some special trees be determined by their
distance spectra? In this paper, we show that two kinds of special trees path and double star are determined
by their distance spectra.

The double star S(a, b) (see Fig. 1) is the graph consisting of the union of two stars K1,a and K1,b together
with an edge joining their centers, where a ≥ 1, b ≥ 1 and a + b = n − 2.
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Fig. 1. The double star S(a, b).

2. Preliminaries

For the proof of the main theorem, we first give some useful lemmas and results. The following
lemma is well-known Cauchy Interlace Theorem.

Lemma 2.1. ([2]) Let A be a Hermitian matrix of order n with eigenvalues λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A), and B be a
principal submatrix of A of order m with eigenvalues µ1(B) ≥ µ2(B) ≥ · · · ≥ µm(B). Then λn−m+i(A) ≤ µi(B) ≤ λi(A)
for i = 1, 2, . . . ,m.

Applying Lemma 2.1 to the distance matrix of a graph, we have

Lemma 2.2. Let G be a graph of order n with distance spectrum λ1(D(G)) ≥ λ2(D(G)) ≥ · · · ≥ λn(D(G)), and H
be an induced subgraph of G on m vertices with the distance spectrum µ1(D(H)) ≥ µ2(D(H)) ≥ · · · ≥ µm(D(H)).
Moreover, if D(H) is a principal submatrix of D(G), λn−m+i(D(G)) ≤ µi(D(H)) ≤ λi(D(G)) for i = 1, 2, . . . ,m.

Lemma 2.3. Let G = S(a, b) be a double star. Then the distance characteristic polynomial of G is

PD(λ) = (λ + 2)n−4[λ4
− (2a + 2b − 4)λ3

− (9a + 9b + 5ab − 3)λ2
− (12a + 12b + 4ab + 4)λ − (4a + 4b + 4)].

Proof. Let J be the all-one matrix. Clearly, the distance matrix of G is

D(G) =


0 1 J1×a 2J1×b
1 0 2J1×a J1×b

Ja×1 2Ja×1 2Ja×a − 2I 3Ja×b
2Jb×1 Jb×1 3Jb×a 2Jb×b − 2I


n×n

.
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Then

det(λI−D(G)) =

∣∣∣∣∣∣∣∣∣∣
λ −1 −J1×a −2J1×b
−1 λ −2J1×a −J1×b
−Ja×1 −2Ja×1 (λ+2)I−2Ja×a −3Ja×b
−2Jb×1 −Jb×1 −3Jb×a (λ+2)I−2Jb×b

∣∣∣∣∣∣∣∣∣∣
= (λ+2)a+b−2

∣∣∣∣∣∣∣∣∣∣
λ −1 −a −2b
−1 λ −2a −b
−1 −2 λ+2−2a −3b
−2 −1 −3a λ+2−2b

∣∣∣∣∣∣∣∣∣∣
= (λ+2)n−4[λ4

−(2a+2b−4)λ3
−(9a+9b+5ab−3)λ2

−(12a+12b+4ab+4)λ−(4a+4b+4)].

Let λ1(D) ≥ λ2(D) ≥ · · · ≥ λn(D) be the distance spectrum of a graph G. Note that
∑n

i=1 λi(D) = 0.
Consider

∑n
i=1 λi

2(D), we have the following result.

Lemma 2.4. Let G be a connected graph on n vertices with distance matrix D(G) = (di j)n×n. Then
∑n

i=1 λ
2
i (D) =∑

i, j∈{1,2,...,n};i, j d2
i j.

Proof. Obviously, λ2
1(D), λ2

2(D), . . . , λ2
n(D) are the eigenvalues of D2(G). Let D2(G) = (d?i j). Then

d?ii = d2
i1 + d2

i2 + · · · + d2
in =

n∑
j=1

d2
i j.

Since
∑n

i=1 λ
2
i (D) =

∑n
i=1 d?ii , then

n∑
i=1

λ2
i (D) =

n∑
i=1

d?ii =
n∑

i=1

n∑
j=1

d2
i j =

∑
i, j∈{1,2,...,n};i, j

d2
i j.

This completes the proof.

Corollary 2.5. Let G be a graph with order n and d(G) = 2. If G′ has the same distance spectrum as G, then
•|E(G)| = |E(G′

)| when d(G′

) = 2;
•|E(G)| < |E(G′

)| when d(G′

) ≥ 3.

Proof. Suppose that G and G′

have the same distance spectra denoted by λ1(D) ≥ λ2(D) ≥ · · · ≥ λn(D). Let
D(G) = (di j)n×n and D(G′

) = (d′i j)n×n be the distance matrices of G and G′

, respectively. Let |E(G)| = m and
|E(G′

)| = m′

. By Lemma 2.4, we have

n∑
i=1

λ2
i (D) =

n∑
i=1

n∑
j=1

d2
i j = 2[m + (

n(n − 1)
2

−m) × 4] = 4n(n − 1) − 6m

and
n∑

i=1

λ2
i (D) =

n∑
i=1

n∑
j=1

d
′

i j
2
≥ 2[m

′

+ (
n(n − 1)

2
−m

′

) × 4] = 4n(n − 1) − 6m
′

.

If d(G′

) = 2, the latter formula is
∑n

i=1 λ
2
i (D) = 4n(n − 1) − 6m′

, and then m = m′

. If d(G′

) ≥ 3, the latter
formula is

∑n
i=1 λ

2
i (D) > 4n(n − 1) − 6m′

, and then 4n(n − 1) − 6m > 4n(n − 1) − 6m′

, that is m < m′

.
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3. Pn and S(a, b) are Determined by Their Distance Spectra

First, We will prove that the path Pn is determined by its distance spectrum.

Lemma 3.1. Let G be a connected graph with order n ≥ 3 and φ(G) =
∑n

i=1 λ
2
i (D). Then φ(G) ≤ φ(Pn) and the

equality holds if and only if G � Pn.

Proof. If G is a tree. We adopt the induction on n. By Lemma 2.4, it is obviously true for n = 3. For n ≥ 4,
let u be a pendant vertex of G, and suppose that φ(G − u) ≤ φ(Pn−1). Consider the case n,

φ(G) = φ(G − u) + 2
∑

v∈V(G−u)

d2
uv ≤ φ(G − u) + 2

n−1∑
i=1

i2 ≤ φ(Pn−1) + 2
n−1∑
i=1

i2 = φ(Pn).

Then φ(G) ≤ φ(Pn). The equality holds if and only if
∑

v∈V(G−u) d2
uv =

∑n−1
i=1 i2 and φ(G − u) = φ(Pn−1), that is

G � Pn.
If G is not a tree. Then there exists an edge e such that G − e is also connected, and it is easy to check

that φ(G) < φ(G− e). Repeating this step, we get a spanning tree T of G with φ(G) < φ(T). According to the
above case, we have φ(G) < φ(T) ≤ φ(Pn).

Lemma 3.1 implies that φ(Pn) is maximum, hence we obtain the following result directly.

Theorem 3.2. Pn is determined by its distance spectrum.

Next we will show that double star S(a, b) is determined by its distance spectrum.
Let S(a, b) be a double star where a ≥ 1 and b ≥ 1. If a = b = 1, then S(a, b) = P4. Clearly, by Theorem 3.2,

it is determined by its distance spectrum.
Next let c = max{a, b} and c ≥ 2. Obviously, D(S(1, 2)) is a principal submatrix of D(S(a, b)). Using

Lemma 2.2, one can obtain the distance spectrum distribution of S(a, b). By a simple calculation, the
distance spectrum of S(1, 2) is as follows:

λ1(D) λ2(D) λ3(D) λ4(D) λ5(D)
7.4593 -0.5120 -1.0846 -2.0000 -3.8627 .

Then we have

λ1(D(S(a, b))) ≥ λ1(D(S(1, 2))) = 7.4593,
λ2(D(S(a, b))) ≥ λ2(D(S(1, 2))) = −0.5120,
λ3(D(S(a, b))) ≥ λ3(D(S(1, 2))) = −1.0846,
λ4(D(S(a, b))) ≥ λ4(D(S(1, 2))) = −2,
λn(D(S(a, b))) ≤ λ5(D(S(1, 2))) = −3.8627.

Similarly, D(S(a, b)) is a principal submatrix of D(S(c, c)). Suppose that S(c, c) has n′ vertices. By Lemma 2.3,
the distance characteristic polynomial of S(c, c) is as follows:

PD(S(c,c))(λ) = (λ + 2)n′−4[λ4
− (4c − 4)λ3

− (18c + 5c2
− 3)λ2

− (24c + 4c2 + 4)λ − (8c + 4)]

= (λ + 2)n′−4[λ2 + (c + 3)λ + 2][λ2
− (5c − 1)λ − (4c + 2)].

Considering the equation

f (λ) = [λ2 + (c + 3)λ + 2][λ2
− (5c − 1)λ − (4c + 2)]

and solving it, we have
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• λ1(D) = 5c−1+
√

25c2+6c+9
2 > 0;

• λ2(D) = −c−3+
√

c2+6c+1
2 < 0, it is easy to check that λ2(D) is an increasing function on c, λ2(D)|c=2 = −0.4384,

and limc→+∞
−c−3+

√

c2+6c+1
2 = 0−;

• λ3(D) = 5c−1−
√

25c2+6c+9
2 , it is also an increasing function on c, λ3(D)|c=2 = −1, and limc→+∞

5c−1−
√

25c2+6c+9
2 =

−0.8−;
• λ4(D) = −2.
By Lemma 2.2,

λ2(D(S(a, b))) ≤ λ2(D(S(c, c))) < 0,
λ3(D(S(a, b))) ≤ λ3(D(S(c, c))) < −0.8,
λ4(D(S(a, b))) ≤ λ4(D(S(c, c))) = −2.

Thus the distance spectrum of S(a, b) (max{a, b} ≥ 2) is as follows:

λ1(D) λ2(D) λ3(D) λ4(D) · · · λn−1(D) λn(D)
[7,4593, +∞) [-0.5120, 0) [-1.0846, -0.8) -2 · · · -2 (−∞, -3.8627] .

Lemma 3.3. Let D′

m×m be a principal submatrix of D(S(a, b)), then
• λ2(D′

) < 0 and λ3(D′

) < −0.8;
• λ4(D′

) = −2 when m = 5.

Proof. By Lemma 2.2 and the distance spectrum distribution of S(a, b), then λ2(D′

) ≤ λ2(D(S(a, b))) < 0 and
λ3(D′

) ≤ λ3(D(S(a, b))) < −0.8. If m = 5, then −2 = λn−1(D(S(a, b))) ≤ λ4(D′

) ≤ λ4(D(S(a, b)) = −2, hence
λ4(D′

) = −2.

We call H a forbidden subgraph of a graph G if G contains no H as an induced subgraph.
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Fig. 2. Graphs P5, C4, H1, H2 and H3.

Lemma 3.4. If G and S(a, b) have the same distance spectrum, then C4, P5, H1, H2 and H3 are forbidden subgraphs
of G.

Proof. We prove this by contradiction. For S ⊆ V(G), we denote by DG(S) the principal submatrix of D(G)
induced by S.

Consider C4. Suppose that C4 is an induced subgraph of G, then DG[{v1v2v3v4}] = D(C4). By Lemma 2.2,
we have λ2(D(G)) ≥ λ2(D(C4)) = 0, this contradicts λ2(D(G)) < 0. Hence C4 is a forbidden subgraph of G.

Consider P5. Suppose that P5 is an induced subgraph of G, then

DG[{v1v2v3v4v5}] =


0 1 2 a b
1 0 1 2 c
2 1 0 1 2
a 2 1 0 1
b c 2 1 0

 .
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Note that a, c ∈ {2, 3} and b ∈ {2, 3, 4}. Moreover, if b = 4, then a = c = 3. By a simple calculation, we have

(a, b, c) (3,4,3) (3,3,3) (2,3,3) (3,2,3) (3,3,2) (3,2,2) (2,3,2) (2,2,3) (2,2,2)
λ4(D) -1.7304 -2.1467 -1.8864 -2.6300 -1.8864 -2.2442 -1.7557 -2.2442 -2.1388 .

By Lemma 3.3 (m = 5), we get a contradiction. So P5 is a forbidden subgraph of G.
By a similar analysis,

DG[V(H1)] =


0 1 2 a 1
1 0 1 2 1
2 1 0 1 2
a 2 1 0 b
1 1 2 b 0


(a, b) (3,3) (2,3) (3,2) (2,2)
λ4(D) -1.1774 -1.5650 -1.5650 -1.6007 ,

DG[V(H2)] =


0 1 2 a 2
1 0 1 2 1
2 1 0 1 1
a 2 1 0 2
2 1 1 2 0


a 2 3

λ4(D) -2.2212 -1.8010 ,

DG[V(H3)] =


0 1 2 a 1
1 0 1 2 1
2 1 0 1 1
a 2 1 0 2
1 1 1 2 0


a 2 3

λ4(D) -1.6403 -1.1971 .

Assume that H1, H2 and H3 are induced subgraphs of G, respectively. By Lemma 3.3, we also get a
contradiction. Thus H1, H2 and H3 are also forbidden subgraphs of G. This completes the proof.

Theorem 3.5. Double star S(a, b) is determined by its distance spectrum.

Proof. Let G be a connected graph with the same distance spectrum as S(a, b). According to Lemma 3.4, P5
is a forbidden subgraph of G, then d(G) ≤ 3. Clearly, d(G) , 1. Suppose that d(G) = 2. By Corollary 2.5,
then |E(G)| < |E(S(a, b))|, this contradicts the connectivity of G. Hence d(G) = 3.

Obviously, there exist two vertices u, v ∈ V(G) such that duv = 3. Suppose that P = uu′v′v is the path
with length 3 in G. Let X = {u,u′ , v′ , v}, then G[X] = P4. Denote by Vi (i = 0, 1, 2, 3, 4) the vertex subset of
V\X, whose each vertex is adjacent to i vertices of X. Clearly V\X = ∪4

i=0Vi.
Claim 1. V0 = ∅.
Suppose not, then there exists a vertex w ∈ V0 such that the distance between w and the vertices in X is

2 or 3. Thus

DG[{uu
′

v
′

vw}] =


0 1 2 3 a
1 0 1 2 b
2 1 0 1 c
3 2 1 0 d
a b c d 0

 .
Note that DG[{uu′v′vw}] is a principal submatrix of D(G) and a, b, c, d ∈ {2, 3}. By a calculation, we have

(a, b, c, d) (2,2,2,2) (3,2,2,2) (2,3,2,2) (2,2,3,2) (2,2,2,3) (3,3,2,2) (3,2,3,2) (3,2,2,3)
λ4(D) -2.3956 -2.3810 -3.0586 -3.0586 -2.3810 -2.6028 -3.1163 -3.1436

(a, b, c, d) (2,3,3,2) (2,3,2,3) (2,2,3,3) (2,3,3,3) (3,2,3,3) (3,3,2,3) (3,3,3,2) (3,3,3,3)
λ4(D) -3.4142 -3.1163 -2.6028 -3.1014 -3.2798 -3.2798 -3.1014 -3.4142 .
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By Lemma 3.3, we get a contradiction. Therefore Claim 1 holds.
Claim 2. Each vertex in V1 is adjacent to u′ or v′ . Moreover G[V1] is empty.
Certainly, w ∈ V1 is adjacent to one of u, u′ , v′ and v. Since P5 is a forbidden subgraph of G, w is only

adjacent to u′ or v′ . In fact, if there exist two vertices w,w′

∈ V1 such that ww′

∈ E(G). Then G[u′v′ww′

] = C4,
G[ww′u′v′v] = H1 or G[uu′v′ww′

] = H1, we also get contradictions. Thus Claim 2 holds.
Claim 3. V2 = ∅.
Suppose not, then there exists a vertex w ∈ V2 is adjacent to two vertices in X. If wu,wv ∈ E(G), a

contradiction, since duv = 3. If w is adjacent to u and v′ (or u′ and v), G[wuu′v′ ] = C4 (or G[wu′v′v] = C4), a
contradiction. If w is adjacent to u and u′ (or v′ and v), G[wuu′v′v] = H1, a contradiction. If w is adjacent to
u′ and v′ , G[wuu′v′v] = H2, we also get a contradiction. Thus Claim 3 holds.

Claim 4. V3 = ∅.
Suppose that w ∈ V3. Since duv = 3, w is adjacent to u, u′ and v′ (or u′ , v′ and v), then G[wuu′v′v] = H3.

This contradicts that H3 is a forbidden subgraph of G. Therefore V3 = ∅.
Claim 5. V4 = ∅.
Suppose not. Let w ∈ V4, then wu,wv ∈ E(G), this contradicts duv = 3. Thus Claim 5 holds.
By Claims 1-5, G is a double star. Without loss of generality, we may assume that G = S(a′ , b′ ). Since

G = S(a′ , b′ ) and S(a, b) have the same distance spectrum, |V(S(a′ , b′ ))| = |V(S(a, b))|, that is a′+b′ = a+b = n−2.
By Lemma 2.3,

PD(S(a,b))(λ) = (λ + 2)n−4[λ4
− (2n − 8)λ3

− (9n − 21 + 5ab)λ2
− (12n − 20 + 4ab)λ − (4n − 4)],

and

PD(S(a′ ,b′ ))(λ) = (λ + 2)n−4[λ4
− (2n − 8)λ3

− (9n − 21 + 5a
′

b
′

)λ2
− (12n − 20 + 4a

′

b
′

)λ − (4n − 4)].

Note that they have the same distance characteristic polynomial, thena′ + b′ = a + b,
a′b′ = ab.

Solving these two equations, we get that a′ = a, b′ = b or a′ = b, b′ = a. Therefore G = S(a′ , b′ ) � S(a, b). This
completes the proof.
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