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On some topological aspects in neutrosophic-2- normed spaces
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Abstract. In present paper, we introduce the concepts of neutrosophic boundedness, neutrosophic com-
pactness in neutrosophic 2-normed spaces and analyze some of their topological properties. We show
that if the space is finite dimensional then any two neutrosophic 2-norms are equivalent. Finally, we de-
fined neutrosophic boundedness and neutrosophic continuity of linear operators and study some of their
properties.

1. Introduction

Fuzzy set theory was introduced by Lotfi Zadeh in 1965 [27] as a mathematical framework to reduce the
uncertainty and vagueness which the crisp sets could not addressed. These sets have meaningful real life
applications: in population dynamics [25] to model the uncertain beheviour of populations, in nonlinear
dynamical systems [26] to study the beheviour of complex systems with imprecise or uncertain inputs;
in chaos control [4] to stabilize chaotic system and prevent them from becoming unstable; in computer
programming [43]; in decision making [51]; in physics ([30]-[36]) to study (e)*-theory which has wide
application in quantum physics and many others. During these applications there were a need of certain
mathematical concepts via fuzzy logic. Consequently, in last decades a new branch of mathematics came
into existence which we called today as “Fuzzy Mathematics”. Under this branch, fuzzy analogue of many
mathematical ideas have been developed. One among these is the study of fuzzy topological spaces which
have wide applications in the study of quantum physics, specifically in connections with both string and
(e)*-theory (see [29], [35]). An important class of fuzzy topological spaces is the study of fuzzy metric and
fuzzy normed spaces. The motivation behind this was that we can not predict several measurement or the
distance exactly because of huge uncertainty. Therefore, the idea of fuzzy metric space and fuzzy norms
seems appropriate to treat such situations. In view of this, Kramosil and Michalek [40] defined fuzzy and
statistical metric spaces. George and Veeramani [3] introduced a Hausdorff topology on a fuzzy metric
space introduced by Kramosil and Michalek, and proved some known results of metric spaces. Felbin [12]
introduced the concept of a fuzzy normed linear space and proved that in a finite dimensional fuzzy normed
linear space fuzzy norms are the same up to fuzzy equivalence. Xiao and Zhu [18] presented a simplified
definition of fuzzy normed linear space and studied some properties of compactness and completeness.

In last few decades, many authors studied fuzzy analogue of different operators on fuzzy normed
spaces. Xiao and Zhu [19] gave a new definition of the fuzzy norm of a linear operator and studied the
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space of all bounded linear operators endowed with this fuzzy norm. Bag and Samanta [48] defined fuzzy
norm of strongly fuzzy bounded linear operator and weakly fuzzy bounded linear operators. They also
defined and studied the fuzzy dual spaces and the Hahn-Banach theorem in fuzzy setting. Hasankhani
et al [5] defined fuzzy inner product and studied some properties of the corresponding fuzzy norm. later,
the authors introduced the notions of fuzzy boundedness, operator norm and investigated the relationship
between continuity and boundedness. Ji et al [41] investigated relations between various notions of fuzzy
boundedness of linear operators in fuzzy normed linear spaces and studied the spaces of fuzzy compact
operators. For more references in this direction, we refer [9], [11], [15-16], [24] and [39].

Following the idea of Atanassov’s ([20]-[22]), Park [17] defined the concept of intuitionistic fuzzy metric
space as a generalization of fuzzy metric spaces, which were initially given by George and Veeramani [3].
He also proved Baire’s Category type Theorems in these spaces. During a study of topological completeness
of intuitionistic fuzzy metric spaces, Saadati and Park [42] generalized the idea of fuzzy normed spaces,
called intutionistic fuzzy normed spaces and study the boundedness of linear operators. Karkus et al [49]
defined statistical summability in these spaces and gave its useful characterization. Inspired by Géahler
[46], Mursaleen and Lohani [38] defined the concept of intuitionistic fuzzy 2-normed space and established
some topological results. In this new set up. After their pioneer work, a progressive development on
intuitionistic fuzzy normed spaces has been started. Many concepts of analysis have been developed in
intuitionistic fuzzy normed spaces. For further developments on these spaces, we recommend [10], [13],
[44], [45], [50] and [52-55].

One of the important generalization of fuzzy normed spaces and intuitionistic fuzzy normed spaces is
the neutrosophic normed spaces. Actually, Kirisci and Simsek [28] recently used the idea of neutrosophic
sets of Smarandache [14], to define the neutrosophic normed linear space. They also studied statistical
summability and some of its properties in these spaces. Later, some summability methods have been
studied and developed in these spaces and can be seen in [1-2], [6-8] and [23].

Nowadays, neutrosophic normed spaces are growing very rapidly and become a point of attraction
in modern research. Many results of functional analysis and operator theory are being developed in
intuitionistic fuzzy and neutrosophic normed spaces. Recently, Sajid et al [47] introduced the concept of
neutrosophic 2-norm space and studied statistical summability in these spaces. Motivated by the works
in [38] and [47], we define in present paper the concepts of neutrosophic boundedness and neutrosophic
compactness in N — 2 — NS. Finally, we introduced neutrosophic continuity, neutrosophic operators and
studies some of their properties.

We organize the paper as follows: The first section remains introductory. In second section, we will
give some preliminaries consisting of basic terminology, definitions and results. In third section, we starts
with our main results. We define the open cover, compactness in N — 2 — NS and develop some of their
topological properties. Finally, in forth section, we define boundedness and continuity of linear operators
in N — 2 — NS and obtain some interesting relationships.

2. Preliminaries

This section gives a brief introduction about t—norm, t—conorm and neutrosophic —2—normed spaces
(N-2-NS).

Definition 2.1 [37] Let I = [0, 1]. A function o : I X I — I is said to be a t—norm for all f, g,h,i € I we have:
(i) fog=gof;
(i)f o (goh) = (fog)olh;
(iii) o is continuous;
(iv) fol=f forevery f€[0, 1] and
(V) fog<hoiwhenever f <hand g <i.

Definition 2.2 [37] Let I = [0,1]. A function ¢ : I X I — I is said to be a continuous triangular conorm or
t—conorm for all f,g,h,i € I we have:
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(i) feg=gof;
(i)fo(goh)=(fog)oh

(iii) o is continuous;

(iv) f o 0= f forevery f € [0,1]

(V) fog<hoiwhenever f <hand g <i.

Definition 2.3 [28] Let V is a vector space, N = {(3, G(9), B(9), Y(9)) : 3 € V} be a normed space in which
N:FxR*" = [0, 1] and o, o respectively are t—norm and t—conorm. The four tuple (V,N, o, ¢ ) is called a
neutrosophic normed spaces (NNS) briefly it for every p,g € V, p u > 0 and for every ¢ # 0 we have
A)0<G(, p)<1,0<B(p, p)<1,0<Y(p, p) <1 forevery pe R";
i) 0<G(p, p)+ B(p, p)+Y(p, p) <3for pe R*;
(iii)) G(p, p) =1 (for p > 0)iffp =0;
(i) G(cp,p) = G(p, &);
V) Gp, 1) oGa, p)<Gp+q, u+p)
(vi) G(p, .) is a non-decreasing function that runs continuously;
(vii) lim, 0o G p.p=1
(viii) B(p, p) = 0 (forp > 0) iffp = 0;
(%) B(cp,p) = B(p, &);
() B(p, p) o B(q, p)2B(p+q,p+u);
(xi) B (p, .) is a non-increasing function that runs continuously;
(xii) lim) e B (p/ P) =0;
(xiil) Y (p,p) =0 (for p > 0) iff p = 0;
(xiv) Y (¢p, p) = Y(p, %);
Ocv) Y(p, ) oY, p)2Y(p+aq,p+p);
(xvi) Y (p, .) is a non-increasing function that runs continuously;
(xvii) im0 Y (p, p) = 0;
(xviil) If p <0, thenG(p,p) =0,B(p,p) =1 and Y(p,p) =1
We call N (G, B, Y) the neutrosophic norm.

We now recall the concept of 2-norm given in [46].
Definition 2.4 [46] Let V be a d—dimensional real vector space, where 2 < d < c0. A 2-normon F is a
function ||., .|| : V x V — R fulfilling the below listed requirements:

For all p,q € F, and scalar o, we have

(i) llp, qll = 0 iff p and g are linearly dependent;

(ii) llp, qll = llg, pll;

(iidllp, 4ll = lalllp, gll and

@) lip, g +rll < lip, qll + 1Ip, ll-

The pair (V, ||, .]|) is known as 2-normed space in this case.

Let V = R? and for p = (po, p2) and q = (41, 42) we define ||p, qll = [pog2 — p2q1l, then ||, gl| is a 2— norm on
V =R2%

The idea of neutrosophic 2— normed spaces (N — 2 — NS) is given in [47].
Definition 2.5 [47] A six tuple (V, G, B, Y, o, ¢) is said to be a neutrosophic 2—norm spaces (briefly N -2 - NS)
if V is a vector space, o is a t-norm, ¢ is a t-conorm, G, B, Y are fuzzy sets on V X V X (0, o) satisfying the
following conditions.

Foreveryp,qweV,p,u>0and¢ #0,

() 0=<Glp,q:p) <1,0<B(p,g;p) <1and 0 < Y(p,q;p) < 1;
ii) 0 < G(p,q;p) + B(p,4;p) + Y(p,q;p) < 3;
iii) G(p, q; p) = 1iff p, q are linearly dependent;
iv) G(cp, q; p) = G(p, q; )

(
E
) G(p,g; p) 1 G(p, w; 1) < G(p, q + w; p + p);



V. Kumar et al. / Filomat 37:30 (2023), 10181-10197 10184

vi) G(p,q;.) : (0, 00) — [0, 1] is a non-decreasing continuous function;
vii) im G(p, g; p) = 1 and imG(p, 4;p) = 0;
p—oo p—

(
(
(viii) G(p, 4; p) = G(q,p; p);
(ix) B(p, q; p) = 0 iff p, q are linearly dependent;
() Bep, ;) = B(p, 4; )
(xi) B(p, q; p) o1 B(p, w; 1) = B(p, q + w; p + );
(xii) B(p, g;.) : (0, 00) — [0, 1] is a non-increasing continuous function;
(xiii) im B(p, g; p) = 0 and imB(p, ;p) = 1;

p—oo p—
(xiv) B(p, q; p) = B(q,p; p)
(xvi) Y(p,q; p) = 0iff p,q are linearly dependent;
xV)Y(ep, q; p) = Y(p, 4 13);
(xvi) Y(p,g; p) o1 Y(p, w; 1) 2 Y(p, g + w; p + p);
(xvii) Y(p,q;.) : (0,00) — [0, 1] is a non-increasing continuous function;
(xviii) lim Y(p, g; p) = 0 and limY(p, q; p) = 1;

p—0oo p—!

(

xix) Y(p, q; p) = Y(q,p; p)

(xx)if p <0,then G(p,q;p) =0, B(p,q;p) =1, Y(p,qp) = 1.
In this case, we call (V, G, B, Y, o, ¢) a neutrosophic 2-norm space and N;(G, B, Y) or simply N, a neutrosophic
2—norm.

Fore € (0,1),p > 0 and p € V, the open ball with center at p and of radius € w.r.t. p is given by

W(p,e€,p) := {p eV:Gilp—p,q,p) >1-€eand
Bip—p,q:p)<eYilp—p,qp) <€ forallwe V}.

A set W C V is said to be Ny-open set if for each point p in W there exists an open ball of some radius
€ contained in W. Moreover, if define 7(N,) := (W C V : N, — open set}. Then 7(N) is a topology on
(V,G1, By, Yq,01,01).

A subset W C V is said to be N>-bounded if 3 p > 0 and € € (0,1) s.t. Gi(g—p,w;p) > 1—e€and Bi(g -
pw;p) <€ Yi(g—p w;p) <e foreveryp,ge WandVw e V.

We now give the convergence structure and concept of Cauchy sequence in (V, Gy, By, Y1, 01, 01).

A sequence (p,) in V is said to be convergent to p w.r.t N, if for € > 0 and p > 0, I ny € N s.t.
Gi(pyn —p,w;p) >1—€eand Bi(p, —p,w; p) <€, Yi(pn —p,w;p) <€, Y1 >ngand YV w € V. We write in this
caseNz—&ijgopn =porp, gpasn — 0.

A sequence (p,,) in V is said to be Cauchy w.r.t N> if foreache > Oand p > 0,dny € Ns.t. Gi(pn—pm, w, p) >
1—-eand Bi(pn — pm, w,p) <€, Y1(Pr — Pm, W, p) <€V n,m=npand forallw e V.

A N —-2-NS: (V,Gy,B1,Y1,01,01) is said to be complete if every Cauchy sequence is convergent in V
w.r.t. 7 (Np).

Definition 2.6 The six-tuple (IR?, ¢1, {1, @1, 01, 01) where R” = RX R X --- X R (n-time), o1 a t-norm, ¢; a
t-conorm and (¢1, 1, ¢1)2 a neutrosophic Euclidean 2-norm defined by

o1(p,w;p) = [ [ Gi(pi, i p),
Yi(p,w; p) = H Bi(pi,w; p), and

Pilp,w; p) = HYl(Pi,w;p) i=1,23-n,
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where p > 0, p = (po, P2, ,Pu), W = (W1, Wz, -+ ,Wy), N2(G1, B1, Y1) a neutrosophic 2-norm and for i =
1,2,3---n,

HOI[ = olazol.-'olan,nai =010 010001 Oy
is called a neutrosophic Euclidean 2-norm spaces and (G, B, Y), is a neutrosophic 2-norm.

Forany two N-2—-NS, (V, Gy, B, Y1, 01, 01) and (V, Gy, By, Y3, 03, 1), neutrosophic 2-norms N»(G1, By, Y1)2
and N»(Gy, By, Y3), are said to be equivalent provided that pr — p in (V,Gy,B1,Y1,01,01) iff pp — p in
(V,G2, Bz, Y2, 03, 02).

Further, A linear operator T : (V,Gy,B1,Y1,01,01) = (V,Gg, By, Y5, 05,0,) is said to be neutrosophic 2-
topological isomorphism if it is bijective and bicontinious. If such an operator exists then the neutrosophic 2-
normed space (V, Gy, B1, Y1, 01, 1), (V, G2, By, Y, 03, ©7) are said to be neutrosophic 2-topological isomorphic.

3. Some elementary properties on neutrosophic 2-normed spaces.

This section begins with the following definition of compactness ina N —2 — NS.
Definition 3.1 Let (V, G4, By, Y1,01,01) beaN—-2—-NSand W C V. A collection {W, : a € A} of N, open sets
is said to be an Ny-open cover of W if W C Uzepa W,

Definition 3.2 Let (V, Gy, By, Y1,01,01) bea N —2 - NS and W C V. The set W is said to be N-compact if
every Np-open cover {W,} of W (i.e., W C UyepaW,, W, are N»-open sets for some index set A), there exist a
finite sub-cover {Wy,, Wa,, - -- Wa, } s.t W C UL, W,,.

Theorem 3.1. Every N>-compact setina N —2 — NS, (V, Gy, By, Y1, 01, ¢1) is N>-closed and N>-bounded.
Proof. Proof of the Theorem is straightforward so omitted. O

Theorem 3.2. Any subset W of R is N>-bounded with respect to the N —2 — NS (R, Gy, By, Y1, 01, 1) if and
only if it is bounded as a subset of R.

Proof. Let W C R be N>-bounded in (R, G1,B1, Y1,01,01). Then, dp > 0and € € (0,1) s.t. Gi(g —p, w; p) >
1-eand Bi(g—p,w;p) <€ Yi(g—p,w;p) <¢, for every p,q € Wand VY w € R. Thus, for every non zero
pgeEWie.g—p#0andVweR

1—e<G1(q—p,w;p)=G1(1,W; )and

p
l7 = pl
€>Bi(g-p,w;p) = B1(1, w; L)
l7 =7l
p
e>Yi(g-pw;p)=Y (1,ZU;—),
1(q = p,w; p) 1 77l
and therefore, 3 M € R* s.t. |g — p| < M. This shows that W is bounded in R. The converse part may be

obtained similarly. O

Theorem 3.3. A sequence p = (p,) is Np-convergent in the neutrosophic 2— normed spaces (N — 2 — N§),
(R, Gy, By, Y1, 01,¢1) if and only if it is convergent in (R, |. ).
Proof. Suppose that p = (p,) is convergent to p in (R, |.|), then |p, — p| = 0 as n — co. Now for any w € R,

lim G —p,w;p) = Jim Ga1,w; - = Gict, w0 = 1,
hmBl(pl’l —p,w; P) = hmBl(l/ w; WP;—M) = Bl(lr w; OO) = 0/
lim Y1 (py — p, w; p) = limYl(l,w; - p—pl) = Y1(1,w; 00) = 0.
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This shows that p, o, pin (R, Gy, By, Y1, 01, 01).

Conversely, suppose thatp = (p,) is N,-convergent to p in the neutrosophic 2— normed spaces (N-2-NS),
(R, Gy, By, Yq,01,¢1), then for any w € R and p > 0, imGi(p, —p,w;p) = 1 and limBy(p, — p,w;p) = 0,
lim Y1(p, — p,w; p) = 0V w € R. Now we shall prove that p = (p,) is convergent to p in (IR, |. |).

Casel: Let, liminf(p, — p) = r and limsup(p, — p) = s s.t. r and s are not +c0 or — oo then we can
find the subsequence (p,, — p) and (p,;, — p) converges to r and s respectively. Moreover, by assumption
Gi(r,w; p) = G1(s,w; p) = 1. This implies that r,w and s, w are linearly independent Yw € R. Thus, there
exists scalars aj, 1, a2 and B, s.t. for all w € R, 17 + prw = 0 and azs + fow = 0 where at least one of
a1, f1 # 0and ay, B2 # 0. As this holds for all w € R so we have ;1 =, = 0 and a7 and a, # 0. This implies
that ayr = apr = 0 and therefore r = 0. Similarly, s = 0. This shows that lim(p, —p) = 0. ie., p = (p,) is
convergent to p = 0 in (R, |. |).

Case2: If either r or s or both are 0. Since G1(p, g; .) is non-decreasing and G1(p, w; p) = Gl(l, w; %), it follows
that

lim sup Gl(l,w; ” P_p ) < Gi(pn —p,w; p)

Ipn =l

< liminf Gl(l, w; L)
lpn — Pl

If lim inf(p, — p) = —co, then
lim G1(pn — p, w; p) < liminf G1(p,, — p, w; p)

< liminf Gl(l, w; L),
|Pn - pl

and therefore we have 1 < 0 (not possible). Further, if lim sup(p, — p) = +oo, then lim inf(p — p,,) = —c0, and
we have again 1 < 0. Hence, p = (p,,) is convergent to p in (IR, |.[). O

Corollary 3.1. If the real sequence (a,) is N>-bounded, then it has at least one limit point.

Lemma 3.1. If o = min and ¢ = max, then (IR", ¢1, 1, 1, 01, 1) is an neutrosophic 2-normed spaces.
Proof. The proof of the Lemma is straightforward so we omit here. O

Corollary 3.2. The neutrosophic Euclidean 2-normed space (IR", 1, 1, 91, 01, ©1) is complete.

Theorem 3.4. Let {po,p2,--- ,pu} be a linearly independent set of vectors in V and (V, Gy, By, Y1, 01, 1) be
an neutrosophic 2-normed space. Then 3 numbers a, and y # 0 and an neutrosophic 2-normed space
(R, Gy, By, Y3, 01,¢1) such that Va;, 1 <i < n, forall w € V and p > 0 we have

G1( Z aipi, w; p) < Gz(a Z |evi], w; p) 1)
i=1

B1( i a;pi, w; p) > Bz(ﬁ Zn: i, w; p) and (2)
i=1

i=1

Yl( Z”: aipi, w; p) > Yz()/ Z”: |ail, w; p) 3)

Proof. Let Y1, la;| = L. If L = 0, then o; = 0 for all 1 < i < n, and therefore (1), (2) and (3) holds. Let L > 0.
If we define B; = 7, then Y, |il = 1 and therefore we have from (1) to (3)

G1( Zn: Bipi, w; %) < Gz(a, w; %) 4)
i=1
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Bl( Bipi, w; %) > Bz( ,W; %) (5)
=1
Y1( Bipi, w; %) > Yz()/, w; %) (6)

forallw € V and p > 0. Thus, to prove the existence of a, 5,7 # 0 and the neutrosophic 2-normed space
(G, By, Y») satisfying (1), (2) and (3) it is sufficient to prove their existence satisfying (4) to (6). Suppose,
this is not hold, then we can find out a sequence q = (g,,) of vectors defined by

n n

qm = Z ,Bi,mpi where (Z |ﬁi,m| = 1)
i=1 i=1

such that Gi(gm, w, p) = 1, Bi(gm, w,p) = 0 and Yi(gm, w,p) — 0as m — oo for every p > 0and V w € V.

Since (Zf‘zl |Biml = 1) therefore |B;u| < 1. Thus, by Theorem 3.2, (i) is No-bounded. So by corollary

3.1, (B1,m) has a convergent subsequences. Let 1 be the limit of the subsequence and let (41,,) denote the
corresponding subsequence of (§,,). Similarly, let (1,,) has a subsequence (42,.:) for which the corresponding
sequence (f2,,) in R converges to ;. Continuing in this way, after n-steps we can obtain a subsequence
(@n,m) Of () s.t.

Qnm = Z Vi,mpi/(z [Viml = 1) and y;, — Bias m — oo.
i=1 i=1

SinceYweV
nlgrolo Gl(ﬂn,m - Z Bipi, w; p) = nlgrolo Gl( Z(%‘,m = Bipi, w; p)
i1 =1

> lim [Gl((7/1,m - B1)po, w; g) 01+ 01 Gl((Vn,m = Bu)pn, w; g)] =1
and
Jim Bl(qn,m - B w; p) = lim Bl( 2 (im = Bpuwip )
— i1

< n111_r)r010 [Bl((yl,m = Bupo, w; S) 01001 Bl((Vn,m = Bu)pn, w; %)] =0,

m—00

lim Yl(q;'l,m - Z Bipi, w; p) = lgor‘} Yl( Z(Vi,m - Bipi, w; P)
p Py

< lim [Yl((hm = B1)po, w; %) 011000 Yl((Yn,m = Bu)pn, w; S)] =0

so we have, limg,, = Y1, ﬁipi,(Z?zl il = 1), with not all B; can be zero. Put g = Y.i_, Bip;. Further,

{po, -+ ,pulis T;:arly independent, so we have g # 0. Moreover, for every p > 0 and ¥ w € V, we have
Gi1(Gm, w; p) = 1, B1(gm, w; p) = 0 and Y1(gm, w; p) = 0as m — oo,

therefore

G1(Gnm,w; p) = 1, B1(gnm, w; p) — 0and Yi(gnm, w; p) — 0as m — oo.
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Hence, forevery p > 0andVw e V

G (q/ w; P) = Gl((q - QH,m) + Gnm, W; p) >
Gl(q = G, W; g) o1 Gl(qn,m, w; g) -1

and

Bi(q,w; p) = B1((q = qnm) + Gnm, w; p) <
B1(q = Gum, W; g) o1 Bl(qn,m,w; g) -0,

Y1(q,w; p) = Y1((g = Gum) + Gum, w; p) <
Yl(q = Gn,m, W; g) o1 Yl(qn,ml w, g) - 0.

This shows that g, w are linearly dependent, for all w € V. Hence ag + fw = 0 implies &« = 0 or § = 0. But
this holds for all w € V if and only if § = 0. Hence, aq = 0 where a # 0, gives ¢ = 0. So we obtained a
contradiction and therefore the theorem is proved. O

Theorem 3.5. Any two neutrosophic 2-norm (Gy, By, Y1)2 and (G, By, Y>), are equivalent on a finite dimen-
sional vector space V.

Proof. Since V is finite dimensional so let dim V = n and {vy,--- ,v,} be a basis for V. So every p € V has a
unique representation p = Y.L aivi. Let py — pw.rt. (Gi, By, Y1)2. Further, ¥ m, p,, can be written uniquely
as

Further, By theorem 3.4 there are , 8, # 0 and an neutrosophic 2-norm (G, B,, Y»), satisfying (1), (2) and
(3) and therefore,

n

Gi(pm —p,w; p) < Gz(rx i m — ail, w; p) < Go(al@im — ail, w;p) Y w € Vand

—_

=

1

Bi(pm —p,w; p) = Bz(ﬁ loim — aul, w; p) > Bo(Blai — ail, w; p) Yw eV,

1

Il
SN

Yi(pm —p,w; p) = Yz()/ laim — ail, w; p) > Yo(ylatim — ail, w; p) Yw € V.

i=1

Now, m — oo then we have, G1(p,, —p, w; p) = 1 and B1(p,, —p, w; p) = 0, Y1(pm —p, w; p) — 0 for every p >
0, w € V and hence |a;,, — a;| = 0in IR. We have,
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Go(pm —p,w; p) = G2((a1,m — 1), W; S) 0 -+ 0y Gz((wn,m — )V, W; S)
p p

= Gz(vl w, ————— R N —
Y n(al,m - ay) n(an,m - ay)

)02 c++0p Gz(vn,w; )and

BZ(pm —p,w; P) < BZ((al,m - 0(1)01, w; 5) N RRREY] BZ((an,m - an)vnz w, S)
= BZ(UL?U; L) Oprr 0 Bz(vmwl' L),
n(ay,m — a) 1y m — Q)

Ya(pu — p, 03 p) < Y2(<a1,m — a1, w; S) 0p--- 0 Yz(mn,m — Yo, W; 5)

= YZ(Ulrw; L) Ot 0 Yz(Un,w; L)
n(“l,m - 0(1) n(an,m - an)
Since |a;, — ail = 0, m — oo and then we have
Gz(vi, w; L) — 1and Bz(vi, w; L) -0,
n(@im — a;) n(@im — ;)
Yz(vi,w; P )—>0.Vwe V.
n((xi,m - 0(1')
(G2,B2,Y2)2 . (G2,B2,Y2)2 .
So, we have p,, ——— p in (V, G, By, Y2, 02, 03). Analogously p,, ———— p in (V,Gy, By, Y3, 05,07) =

GuBLY )
Pm ACTDEVN pin(V,Gy,B1,Y1,01,01). O

4. Bounded linear operator

Definition 4.1 A mapping of linear operator T : (V, Gy, By, Y1,01,01) = (V,G2, By, Y3, 05, 02) is said to be
neutrosophic 2-bounded 3 constants /,m,n € R — {0} s.t for nonzero p,w € V and p > 0,
Go(Tp, w, p) =2 Gi(Ip, w, p) and
By(Tp,w, p) < Bi(mp,w, p), Y2(Tp,w, p) < Y1(np,w, p).

Definition 4.2 T is said to be neutrosophic 2-continuous at py € V, if given € > 0, 3, £ = &(€) > O st
peVandV0+weV.

Go(Tp — Tpo, w; €) = Gi(p — po, w; &), and
Byx(Tp — Tpo, w; €) < Bi(p — po, w; &), Yao(Tp — Tpo, w; €) < Y1(p — po, w; &).

Definition 4.3 A linear operator T : (V,Gy,B1,Y1,01,01) = (V,Ga, By, Y3, 03, 07) is said to be neutrosophic
2-topological isomorphism if it is bijective and bicontinious. If such an operator T exists then, we call neutro-
sophic 2-normed space (V, G1,B1, Y1, 01, ¢1), (V, Ga, By, Y3, 02, ¢2) as neutrosophic 2-topological isomorphic
spaces.

Theorem 4.1 Every neutrosophic 2-bounded linear operator is neutrosophic 2-continuous.
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Lemma 41 A map T : (V,Gy,B1,Y1,01,01) = (V, Gy, By, Y2, 07, 97) is neutrosophic 2-topological isomor-
phism if T is onto and 3 nonzero constants a, 8, a,f, a”,f" # 0s.t.
Giap,w, p) < Go(Tp,w, p) < G1(Bp, w, p) and
Bi(a'p,w, p) < Bo(Tp,w, p) < By(B'p, w, p)
Yl(anp/ w, P) < YZ(Tp/ w, P) < Yl (,8”]7/ w, P)

Proof. By hypothesis, it is clear that T is neutrosophic 2-bounded, and by Definition 4.2, T is continuous.
Since Tp = 0so 1 = Go(Tp,w, p) < Gl(p, w, %) and therefore p = 0, then T is one-to-one and therefore 7!
will exists. Since
Gao(Tp, w, p) < G1(Pp,w, p) and
Bx(Tp,w, p) < B1(fp,w, p), Ya(Tp,w, p) < Ya('p, w, p)
are equivalent to

Ga(9,w,p) < GL(BT ' q,w, p) = Gl(T_lfl, w, %) and
Ba(q,w,p) < Bi(F T™'q,w, p) = B1(T‘1q, w, |ﬁ£|)

Yo(q,w,p) < Y18 T 'q,w, p) = Yl(T*q, w, Iﬁil)
or
Gz(%q, w, p) < Gl(T_lq, w, p) and

1
Bz(/?q, w, p) <Bi(T"'q,w,p),

1
Yz(?q, w, p) <Yi(T™'q,w,p);

where g = Tp, so T™! is neutrosophic 2-bounded by definition 4.2 is continuous. This show that T is a
neutrosophic 2-topologically isomorphism. O

Corollary 4.1 Neutrosophic 2-topologically isomorphism is preserves completeness.
Theorem 4.2 A linear operator T : (V, Gy, By, Y1,0,0) = (V, Gy, By, Y3, 0,0) where o = max, ¢ = min and dim V <

oo not necessarily finite dimensional is continuous.
Proof First prove that if we define G3, B3, Y3 s.t

Gs(p,w, p1) = Gi(p,w, p1) o Go(Tp, w, p1) and (7)
B3(p/w/pl) = Bl(Prw/pl)OBZ(Tp/wlpl)/ (8)
Ys(p, w, p1) = Yi(p,w, p1) ¢ Yo(Tp, w, p1) )

then (V, Gs, B3, Y3, 0, ©) becomes a neutrosophic 2-normed space. As it easy to show the properties because
(ii) — (iv), (vi) — (ix), (xii), (xiii) — (xvi), (xvii), (xviii) are immediate from definition 2.1. So we only prove the
properties (v) (xi)and (xvi)
Gs(w, p, p1) © Gs(w, q, p2) = Gs(p, w, p1) © G3(q, w, p2)

= [Gi(p, w, p1) © Go(Tp, w, p1)] © [G1(g, w, p2) © G2(Tq, w, p2)]

= [Gl(p/ w, Pl) o Gl(’% w, PZ)] o [GZ(TPI w, Pl) o GZ(Tq/ w, PZ)]

< Gip+q,w,p1+p2) 0 Go(T(p +q), w, p1 + p2)

= Gs(p +q,w,p1+ p2) = Gs(w, p +q, p1 + p2).
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(G1,B1,Y1)2 (G3,B3,Y3)2
— 5 —

Similarly, we can prove (xi). Let (p,)
and te choice of o, ¢

p (by Theorem 3.5) py, p but since by (7), (8) and (9)

GZ(TP/ w, Pl) 2 G3(pr w, Pl) and
Bo(Tp, w, p1) = Bs(p, w, p1), Yo(Tp,w, p1) 2 Ys(p,w, p1) Y w € V.

Then T(p”) (G2,B2,Y2)2

Tp. Hence T is continuous. O
Corollary 4.2 Every linear isomorphism between finite dimensional neutrosophic 2-normed space is an
neutrosophic 2-topological isomorphism.

Corollary 4.3 Every finite dimensional neutrosophic 2-normed spaces (V, G1, B, Y1, 0, ©), where o = max and ¢ =
min, is complete.

Proof o = max and ¢ = min, (by corollary 4.2) (V, Gy, By, Y1, o, ¢) is neutrosophic 2-topologically isomorphic

to (R", Gy, By, Y1, 0,9). Since (R", Gy, By, Y1, 0, ) is complete and neutrosophic 2-topological isomorphism
preserve completeness, (V, G1,B1, Y1, 0, ¢) is complete. O

Theorem 4.3 Let (V, Gy, By, Y1, 0, ¢) be an neutrosophic 2-normed space where o;, o;bes.to > o}, ¢ < ¢;and
ao;b = max(a+b—1,0), ao; b = min(a+b, 1). Then the familyv = V(p,¢,F) : p >0, € € (0,1) for every F € f. If
f denoted the family of all finite and non-empty subsets of vector space V, is a base system of neighborhood
of zeroin V.

Proof Let V(py, €4, Fy), n = 1,2 bein v. We consider F = F; U F,, p = min{p;, p2}, € = min{ey, €3} then
V(p,e F) C V(p1,e1,F1) N V(py, €2, F7). Let pe Rst0< B <1andp € V(p € F), thenp = Bg, where g €
V(p, €, F). For every q € F we have,

Gip,q;p) = G1(Bg,q; p) = G1(q, ) =1>1-€eand

P

g
Bi(p,4;p) = B1(Bq,q;p) = B1(q, T g) =0<e,
Yi(p,g;p) = Yi(Bq,4;p) = Yl(qf 9 g) =0<e

This implies that p € V(p, €, F), hence BV(p,¢€,F) € V(p,€,F). Now, we Show that for every A C vand p €

A, dyeR, y#0stype A lfAcv, dp>0,ec(0,1)and F € fst A= V(p,e€F). Let pbe fixed in V and
BER, p#0,then

Gi(Bp,q,p) = Gl(p, ] 8 ) and

Bi(Bp.q,p) = Bl(n 7 %) Yi(Bp. q,p) = Yl(p, q; Iﬁ%)

Since

(p,q, |ﬁ|) =1and

i) =0, limYi(pg; £) =0,
|/3|—>0 (P 7 Iﬁl) Iﬁl 0 WP 1Bl
so forallg € FAB(q) € Rs.t

Iﬁl 0

Gifp. @) >1-cand By(p.g IﬂZl)I) e B@) )<e
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Choose y = min{|f(q)| : g € F}, then we have
G n G ( Y ) ( Y ) > 1 - d
1(yp.q;0) = Gi\p. g5 ] P9 B € an,
Bip,gi) = Bifp,gi ) < Ba(pa
1(yp.q;p) = Bilp, 45 ] 1\p. 4 Iﬁ(q)l)

Yi(yp, q;p) = Y1(p, q; |V|) (p, q; Iﬁ(q)l) <e.YqeF

Hence yp € A.
Now we prove that forany A € v, 3Ag € vs.t Ag+Ag CA.IfA = V(p,e,F)andp € V(p,¢,F), thend, C >0
s.t

Gi(p,g;p) >1—-C>1-€eand Bi(p,q;p) < C <€, Yi(p,q;p) <C<e§,

foreveryqge F. If A = V(g, %, F) and p, w € Ay, q € F then by the inequality (iv) and (xii), we have

Gi(p +w,q,p) = Gi(q,p +w,p) 2 Gl(‘?ff’fg)" Gl(q'w'g)
= G1(P,q,g)° Gl(wqug) = (1 - %) ° (1 - %)
(9ol

Bi(p +w,q,p) = B1(q,p +w,p) < Bl(q,p, g) o B1(q, w, g)

-s{pnt)esluad)=(9+ 2

a9
(9(f)<cee

These inequalities show that Ag+A¢ C A.In what follows, we show that A C vand g € R, p # 0implies fA C
V.

)

Further we also remark that A = fv(p,€,F) = {Bp : Gi(Bp, q; p) > 1 — € and B1(Bp, q; p) <€, Y1(Bp, q; p) <
€, Y g € F}. We also observe that

Gip, ) > 1= €6 Gr(pg fﬁl ) = Gi(ep, 4 Bip) > 1~ ¢, and
Bi(p,q;p) < €iff Bl(p,q, llgﬁl ) B1(Bp, q;1Blp) <€,

Yi(p,q; p) < €iff Yl(p,q, fﬁl ) Y1(Bp, a;1Blp) <e.
This shows that BA = A(|flp, €, F), hence BA € v.

Remark 4.1 The topologically generated by this system i.e. the system v on the vector space V is named
N,— topology on V. The above statement show that v is base for a system neighbourhood of the origin.
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Theorem 4.4 Let V be the vector space on R, o = min, ¢ =maxand T: V XV — [0,c0) beamapon V X V.
If G4, By, Y1 are functions from V x V x [0, 1] to [0, 1] defined by

L e <

Gi(p,q,p) 0T, 5

P

= ——— and By(p,q,p) =
o+ T(p,q) 0 PP

Then:

(i) (V, T) is a 2—normed space if and only if (V, Gy, By, Y1, o, ©) is a neutrosophic 2— normed space.

(ii) Topologies generated by T and (G1, B, Y1)2 on V are equivalent.

Proof. (i) We first assume that (V, T) be a 2-norm. Let (p,q) € V XV, p > 0 and B € R — {0} then we have,

P
p P il P
' q; = = = =Gi\p, @
TR = T~ P BTRD £ +Tlp,q) 1(p 7 Iﬁl)
T(Bp, q) IBIT(p, 9) T(p,q) p
. — = = = B 9o
BOED= 5~ e T~ Tetp =P )

T(Bp,q) _1BIT(p,q) _ T(p,q) P
Y ,q, = = = — Y ,q; .
1By, ; p) P , > 1(p q _I/SI)
Similarly,
Gi(p, Bg; p) = Gl(p, 7 —lgl) and

Bi(p, Ba; p) = Bl(n q; %) Yi(p, Ba; p) = Yl(P/ 7 Iﬁ%)

We only prove the properties (v), (xi) and (xvi) as other properties of a neutrosophic 2-normed space can
be easily obtained. Let 4 p1, p» > 0and p,q,w € V s.t

. . . . Pf1 P2 }
Gi(p,q +w; p1+ p2) < Gi(p,g; p1) © Gi(p, w; p2) = mm{pl D T
It follows:
p1+p2 < P
pr+p2+Tpg+w)  p1+T(p,q)’
p1+p2 < p2

pr1+p2+T(p,qg+w) p2+T(p,w)

Hence (p1+p2)T(p,9) < p1T(p, g + w);
(p1 + p2)T(p,w) < p2T(p,q +w).

By addition

= (p1+p2) (T(p,9) + T(p,w)) < (p1 + p2) T(p, 9 + w)
=Tp,q9+Tpw) <Tp,q+w).

Which is contradiction as T is 2-norm. Thus,

Gi(p,q + w; p1 + p2) = min {Gl(P/ q; 1), G1(p, w; p2) Y p,q,w € V, p1, p2 > 0}-
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Further,

P1 P2 }
p1+T(p,q) p2+ T(p,w) )’

Bi(p,q +w; p1 + p2) > B1(p,q; p1) © B1(p, w; p2) = maX{

it follows,

T(p,q+w) . _Tpa)
p1+p2+T(p,q+w) = p1+T(p,q)

T(p, g+ w) . T(p, w)
p1+p2+Tp,q+w) pr+T(pw)

Hence p1 T(p,q +w) > (p1+ p2)T(p,9);
p2T(p,q +w) > (p1 + p2)T(p, w).

By addition

= (p1+p2) (T(p,9) + T(p,w)) < (p1 + p2) T(p, 9 + w)
=>Tpq9+Tpw) <Tp,q+w).

Which is contradiction as T is a 2-norm. Thus, we have

Bi(p, q + w; p1 + p2) = max {Bl(nq; p1), Bi(p,w; p2) Y p,q,w €V, p1, p2 > 0}.

Similarly,

P1 P2 }
p1+T(@p,q) p2+Tp,w)l)

Yi(p, g +w; p1 + p2) > Yi(p, q; p1) © Yi(p, w; p2) = max{

it follows,

T(p,q+w) . T(p,q)

7

p1+ P2 P1
T(p,q +w) . T(p,w)
P11+ P2 P2 .
Hence, p1 T(p,q +w) > (p1 + p2)T(p,q);

p2T(p, q +w) > (p1 + p2)T(p, w).

By addition

= (p1+p2) (T(p,q) + T(p,w) < (p1+ p2) T(p,q + w)
= T(p,q) +T(p,w) <T(p,q+w),

Which is contradiction as T is a 2-norm. Thus,

Yi(p, g +w; p1 + p2) > maX{Y1(p,q; p1), Yi(p,w; p2) Y p,q,w €V, p1,p2 > 0}-

This shows that the conditions (v), (xi) and (xvi) are verified.
Conversely, let (G1, B1, Y1), be neutrosophic 2-norm defined on V x V x [0, 1].

10194
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Since, G1(Bp, 4, p) = Gl(p, q, ﬁ)
Then,
P
p B B _ p
p+TBp.a) L +T(pq) P+ BT
= T(Bp,q) = |BIT(p, 9).
Since, Gi(p,q + w, p1 + p2) = Gi(p,4, p1) © Gi(p, 4, p2), So

p1+ p2 >min{ P1 P2 }
p1+p2+Tp,q+w) ~ p1+ TP, 9" p2+Tp,w))
p1+p2 S p1 )
p1+p2+Tp,q+w) — p1+T(p,q)
p1+p2 S p2
p1+p2+Tp,q+w) ~ p2+T(p,w)

Hence,

(p1+p2)T(p,q) = p1T(p, q + w);
(p1 + p2)T(p,w) 2 p2T(p, q + w).

By addition, we have

T(p,q+w)=>T(p,q) + T(p,w).

Further,

Bi(p,q +w, p1 + p2) < Bi(p, 4, p1) © B1(p, w, p2)

gives

Tp,q+w)<Tp,q)+Tp,w)VpqwelV,

and

Yi(p, q +w, pr+ p2) < Yilp,q,p1) o Ya(p, w, p2)

leads to

Tp,q+w)<T(p,q) +T({p,w)Vp,q we V. This shows that T is a 2-norm.
(ii). Taking the following inequalities are equivalent:

Gi(p,g;p) > 1—nand Bi(p,q;p) <n, Y1i(p,q;p) <1,
if and only if

p T(p,q) T(p,q)
——>1-npand ————— <1,
p+T(p,q) 1 p+T(p,q) 1 p

Now, T(p,q) < %

<1

Since,

p>0,soforevery0<n<1l, pwecanwriteintermsofr]asp=,l]—l>0.

Hence, T(p,q) < =2 x &

no7 1
=T(p,q) <1.0O

5. Conclusion

10195

There exists situations where the exact distance between two points and the exact length of a point
are not possible to evaluate due to huge uncertainty. If this uncertainty is due to fuzziness instead of
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randomness, we look forward to a new approach of metric and norm, respectively, called the fuzzy metric
and the fuzzy norm. Recently, [28] presented an advanced version of fuzzy norm for the treatment of
those problems of fuzzy functional analysis which can’t be modeled via fuzzy norm due to indeterminacy:.
In present work, we define neutrosophic 2-boundedness, neutrosophic 2- compactness in neutrosophic
2-normed spaces which will provides a large framework to modeled these kind of problems. We also
define neutrosophic 2-boundedness, neutrosophic 2-continuity, neutrosophic 2-topological isomorphism
for operators on neutrosophic 2-normed spaces and study some of their properties in a more general setting
under neutrosophic environment.
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