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Existence of periodic solution for double-phase parabolic problems
with strongly nonlinear source
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Abstract. The aim of this paper is to study a degenerate double-phase parabolic problem with strongly
nonlinear source under Dirichlet boundary conditions, proving the existence of a non-negative periodic
weak solution. Our proof is based on the Leray-Schauder topological degree, which poses many problems
for this type of equations, but has been overcome by using various techniques or well-known theorems.
The system considered is a possible model for problems where the studied entity has different growth
coefficients, p and q in our case, in different domains.

1. Introduction

Modelling a natural phenomena requires almost always the use of mathematical tools. It could be
about economics [27, 33, 42, 45], epidemiology [25, 44] or many other domains that end up with differential
equations as a mathematical approach to understand the problem. Sometimes, the equations have boundary
or regularity conditions, but also behaviour or asymptotic conditions, periodicity is a popular example.
Often, we are interested in a periodic solution of a periodic problem, which can appear in many domains, we
mention as an example microbiology [18], relativistic physics [13] and radiative gas [32]. Many approaches
can be used to solve this type of problems, for example [21, 22, 31] use the Leray-Schauder fixed point
theorem, the sub- and super-solution method was used by [11, 12], and for more details see [1–3, 5] and the
references therein.

In this paper, we prove the existence of a periodic solution for the degenerate evolution (p, q)-Laplacian
equation of the form

(P)


∂u
∂t
= div

(
|∇u|p−2

∇u + |∇u|q−2
∇u

)
+ h(x, t)um in Qτ,

u(x, t) = 0, (x, t) ∈ ∂Ω × (0, τ),
u(x, t + τ) = u(x, t), (x, t) ∈ Ω ×R,

where q ≥ p ≥ 2, τ > 0, Ω is a convex domain inRN that is bounded and with smooth boundary ∂Ω, h(x, t)
is continuous on Ω ×R, periodic in t with period τ and positive in Qτ = Ω × (0, τ). We assume that N > 1,
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q− 1 < p− 1+ p
N and we take m such that q− 1 < m < p− 1+ p

N , and establish the existence of a non-negative
non-trivial periodic solution.

This kind of problems, with the double phase Laplacian operator, were initially studied by Zhikov who
introduced this class of operators, when he was describing a model for strongly anisotropic materials and
was confronted with the functional

u 7→
∫

(|∇u|p + |∇u|q)dx

we refer the reader to [46, 47] and the references therein. In the last few decades, many authors studied
functionals of this form concerning the regularity of local minimizers. We cite the works of Baroni-Colombo-
Mingione [6–8], Baroni-Kuusi-Mingione [9], Colombo-Mingione [14, 15], Marcellini [34, 35], Ok [39, 40] and
Ragusa-Tachikawa [41].
Several authors, for example [4, 11, 12] are interested in semi-linear equations of the type

∂u
∂t
= ∆u + f (x, t,u), (1)

where f is periodic with respect to the time variable. In [12], Charkaoui et al. have studied the following
special case 

∂u
∂t
= ∆u + f (x, t) − G(x, t,∇u) (x, t) ∈ Qτ,

u(x, t) = 0 (x, t) ∈ ∂Ω × (0, τ),
u(x, 0) = u(x, τ) x ∈ Ω,

where G is caratheodory and f ∈ L1(Qτ) nonnegative and periodic. By taking u = (u1, . . . ,uM), f =
( f1, . . . , fM) and G = (G1, . . . ,GM), the same authors found a way to generalize their work in [11].

M. J. Esteban [20] showed that the problem associated to (1) has a nonegative periodic solution in case
f (x, t,u) = h(x, t)um, h(x, t) being a positive time periodic function, as long as 1 < m < 3N+8

3N−4 , and bettered
the result in [19] by proving the same result but only if 1 < m < N

N−2 .
Inspired by a biological model where u(x, t) represents the density of a species at the position x and the

time t, R.Huang et al. in [29] have studied the case of the degenerate parabolic equation
∂u
∂t
− ∆um = (a −Φ[u])u (x, t) ∈ Qτ,

u(x, t) = 0 (x, t) ∈ ∂Ω × (0, τ),
u(x, 0) = u(x, τ) x ∈ Ω,

where ∆um models the manner of which the species studied tend to avoid clutter, m being a real number
greater than 1, Φ[u] : L2(Ω)+ → R+ is a bounded continuous functional and a(x, t) is the maximum value
reachable by the increasing ratio of the species at the position x and the time t.

Inspired by all the above cited references, we prove the existence of a nontrivial nonnegative periodic
solution to problem (P), by the means of the Leray-Schauder topological degree and the scaling or blow-up
argument used in [19, 20, 28].

This paper is structered as follows: We start by defining the weak solution and announcing our main
theorem in section 2. Sections 3, 4 and 5 will include the proof of the lemmas used to conclude the main
result in section 6.

2. Weak solution and principal result

Taking into consideration the degeneracy of the equations studied, the problem (P) does not have a
classical solution in general, thus we consider its weak solutions in the following sense
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Definition 2.1. Let Cτ(Qτ) be the set of all functions in C(Ω × R) which are periodic in t with period τ > 0 and
q ∈ Cτ(Qτ). A function u ∈ Lq

(
0, τ; W1,q

0 (Ω)
)
∩ Cτ(Qτ) is said to be a solution of the problem (P) if u satisfies∫

Qτ

{
u
∂ψ

∂t
+ |∇u|p−2

∇u∇ψ + |∇u|q−2
∇u∇ψ + h(x, t)umψ

}
dxdt = 0

for any ψ ∈ C1(Qτ) such that ψ(., 0) = ψ(., τ) and ψ(x, t) = 0 if (x, t) ∈ ∂Ω × (0, τ).

Theorem 2.2. The problem (P) admits at least one nontrivial nonnegative solution

u ∈ C
(
0, τ; W1,q

0 (Ω)
)
∩ Cτ(Qτ) with

∂u
∂t
∈ L2(Qτ),

provided that N > 1 and q − 1 < m < p − 1 + p
N .

In what follows only the proof of Theorem 1 will be given by means of the method of parabolic
regularization. Precisely, we consider the regularized equations

(Pσ)
∂uσ
∂t
= div

((∣∣∣∇uσ
∣∣∣2 + σ) p−2

2
∇uσ +

(∣∣∣∇uσ
∣∣∣2 + σ) q−2

2
∇uσ

)
+ h(x, t)um

σ

with small constant σ > 0. The desired solution of the problem (P) is going to be nothing but the limit
function of solutions of (Pσ).

Proposition 2.3. Assuming the conditions of Theorem 2.2 hold, the following problem has a nonnegative solution uσ
∂uσ
∂t
= div

((∣∣∣∇uσ
∣∣∣2 + σ) p−2

2
∇uσ +

(∣∣∣∇uσ
∣∣∣2 + σ) q−2

2
∇uσ

)
+ h(x, t)um

σ , in Ω ×R,

uσ(x, t) = 0, (t, x) ∈ ∂Ω × (0,T),
uσ(x, 0) = uσ(x,T), x ∈ Ω,

and there exist positive numbers r and R independent of σ such that,

r ≤ max
Qτ

uσ(x, t) ≤ R.

To prove this proposition, we apply the topological degree theory. To do that, we will study an equation
with one-parameter, which attach the semi-linear operator used to an easier operator, the Laplacian:

∂u
∂t
= div

((
ν|∇u|2 + σ

) p−2
2
∇u +

(
ν|∇u|2 + σ

) q−2
2
∇u

)
+ 1(x, t), (2)

where ν ∈ [0, 1] and 1 ∈ Cτ(Qτ). Section 3 will hold the proof that for any ν ∈ [0, 1] and 1 ∈ Cτ(Qτ), the
periodic problem associated to (2) has one and only one solution u ∈ Cτ(Qτ) and the map V : [0, 1] ×
Cτ(Qτ) → Cτ(Qτ) defined by u = V(ν, 1) is compact and so is the map V(ν,Φ(u)) with Φ(u) = h(x, t)um

+ .
The small parameter ν ∈ [0, 1] in the leading term of the equations makes proving the compactness more
difficult. We will prove the proposition using the inequality deg

(
I − V(1,Φ(·)),BR(0)\Br(0), 0

)
, 0, such

as Bρ(0) is the ball of Cτ(Qτ) with radius ρ and zero as its origin. First, we shall demonstrate in section 4
that there exists a radius r > 0 unrelated to σ, such that deg

(
I −V(1,Φ(·)),Br(0), 0

)
= 1. After that, we will

substantiate, in section 5, that deg
(
I−V(1,Φ(·)),BR(0), 0

)
= 0 for some large real number R > r unrelated to

σ. After this, proving the proposition will only come to establishing an upper bound for the solutions. As
we mentioned previously, our technique to get an upper bound is the blow-up argument (scaling argument)
which was extensively used in [19, 20, 28], and others. To summarize, in section 6, Theorem 2.2 is proved
thanks to the proposition.
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3. Proprieties of the mapV

To simplify, we assume that h(x, t) is Hölder continuous in the subsequent sections. In fact, by a process
of approximation, this assumption can be removed.

Lemma 3.1. For any ν ∈ [0, 1] and 1 ∈ Cτ(Qτ), the periodic problem related to (2) has a unique solution u ∈
C

(
0, τ; W1,q

0 (Ω)
)
∩ Cτ(Qτ), ∂u/∂t ∈ L2(Qτ), and u satisfies

∥u∥∞ = ∥V(ν, 1)∥∞ ≤ C
(
∥1∥∞

δ

)δ+1

for any 0 < δ < 1 (3)

∥∥∥∥∥∂u
∂t

∥∥∥∥∥
2
≤ C

∥∥∥1∥∥∥
2

(4)

where the constant C depends only upon N, σ, p and q. Here and below, we use ∥1∥a to denote the La-norm of a function
1.

Proof. In the particular case ν = 0 the reader can check [19, 20]. From now on ν , 0 is assumed. Applying
the result of [43], the periodic problem associated to (2) has one and only one solution u ∈ Lq

(
0, τ; W1,q

0 (Ω)
)

for any 1 ∈ Cτ(Qτ) and ν ∈ (0, 1]. The results of [16], allow us to claim that u ∈ Cm(Qτ), and ∇u ∈ Cm(Qτ).
Next, we seek to estimate the uniform norm of the solutions. If we replace the test function in the integral
equality satisfied by u, with |u|rk u, we get

d
dt
∥u(t)∥rk+2

rk+2 + C(σ, p, q)
∥∥∥∥∇ (
|u|rk/2u

)∥∥∥∥2

2
≤ ∥1∥∞∥u∥

rk+1
rk+2,

where r1 = 1 and for any k ≥ 1, rk = 2rk−1 + 2 = 2k
− 2, u(t) = u(·, t), and the positive constant C(σ, p, q)

related only to σ, p and q. Setting wk = |u|
rk
2 u, we have

d
dt
∥wk∥

2
2 + C(σ, p, q) ∥∇wk∥

2
2 ≤ ∥1∥x ∥wk∥

2(rk+1)
(rk+2)

2 .

Now we establish the estimate (3), by adopting the Moser iteration technique, see [37].
Lastly, if we just take ∂u

∂t as a test function, (4) can be derived easily.

Lemma 3.2. The functionalV : [0, 1] × Cτ(Qτ)→ Cτ(Qτ) is well defined and compact.

Proof. Let’s start by showing that u =V(ν, 1) ∈ Cτ(Qτ) for all ν ∈ [0, 1] and 1 ∈ Cτ(Qτ). If ν = 0, by Theorem
10.1 of [30] and since u is time periodic, we obtain

|u (x1, t1) − u (x2, t2)| ≤ γ
(
|x1 − x2| + |t1 − t2|

1
2

)β
, (5)

where γ and β are positive constants that depend upon N, σ, p, q, as well as the upper bound of ∥u∥∞ and,
by Lemma 3.1, that of ∥1∥∞ too. Now, if ν , 0, then, according to (2), the function v = ν

1
2 u satisfies

∂v
∂t
= div

((
|∇v|2 + σ

) p−2
2
∇v +

(
|∇v|2 + σ

) q−2
2
∇v

)
+ ν

1
2 1(x, t) (6)

Noticing the time periodicity of v, and applying the result of [17] we conclude that v is Hölder continuous
in Qτ. Furthermore, if we apply Theorem 10.1 in [30] to v, then go back to u to get a similar inequality
than (5), and by Arzelà-Ascoli theorem the image of any bounded set of [0, 1] × Cτ(Qτ) by the mapV is a
compact set of Cτ(Qτ).
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To prove the continuity of V, we take νk → ν, 1k → 1 as k → ∞ and uk = V
(
νk, 1k

)
. By the means of the

inequalities (3) and (5) we get the existence of u ∈ Cτ(Qτ) such that

uk(x, t)→ u(x, t) uniformly in Qτ (7)

uk could mean its own subsequence if needed. To prove that u =V(ν, 1), we proceed just like in [48].
It suffices to multiply (2) by uk, and integrate over Qτ, to obtain∫

Qτ

((
νk |∇uk|

2 + σ
) p−2

2
+

(
νk |∇uk|

2 + σ
) q−2

2

)
|∇uk|

2 dxdt ≤ C

and hence∫
Qτ

ν
p−2

2
k |∇uk|

p dxdt ≤ C and
∫

Qτ

ν
q−2

2
k |∇uk|

q dxdt ≤ C, (8)

∫
Qτ

σ
p−2

2 |∇uk|
2 dxdt ≤ C and

∫
Qτ

σ
q−2

2 |∇uk|
2 dxdt ≤ C. (9)

Note that, C will represent a constant that can have different values. To simplify we write ∇iu for ∂u/∂xi.
Since ∣∣∣∣∣(νk |∇uk|

2 + σ
) p−2

2
∇iuk

∣∣∣∣∣
p

p−1

≤

(
νk |∇uk|

2 + σ
) p(p−2)

2(p−1)
|∇uk|

p(p−1)
≤ C

(
ν

p(p−2)
2(p−1)

k |∇uk|
p + σ

p(p−2)
2(p−1) |∇uk|

p
p−1

)
,

and ∣∣∣(νk

∣∣∣∇uk

∣∣∣2 + σ) q−2
2
∇iuk

∣∣∣ q
q−1
≤

(
νk

∣∣∣∇uk

∣∣∣2 + σ) q(q−2)
2(q−1)

∣∣∣∇uk

∣∣∣q(q−1)
≤ C

(
ν

q(q−2)
2(q−1)

k

∣∣∣∇uk

∣∣∣q + σ q(q−2)
2(q−1)

∣∣∣∇uk

∣∣∣ q
q−1

)
,

by means of (8) and (9) we get

∫
Qτ

∣∣∣∣∣∣(νk

∣∣∣∇uk

∣∣∣2 + σ) p−2
2
∇iuk

∣∣∣∣∣∣
p

p−1

dxdt ≤ Cν
p(p−2)
2(p−1)

k

∫
Qτ

|∇uk|
p dxdt + Cσ

p(p−2)
2(p−1)

∫
Qτ

|∇uk|
p

p−1 dxdt

≤ Cν
p−2

2(p−1)

k

∫
Qτ

ν
p−2

2
k |∇uk|

2 dxdt + Cσ
p(p−2)
2(p−1)

( C

σ
p−1

2

) p
2(p−1)
≤ C,

and ∫
Qτ

∣∣∣∣∣(νk |∇uk|
2 + σ

) q−2
2
∇iuk

∣∣∣∣∣
q

q−1

dxdt ≤ Cν
q(q−2)
2(q−1)

k

∫
Qτ

|∇uk|
q dxdt + Cσ

q(q−2)
2(q−1)

∫
Qτ

|∇uk|
q

q−1 dxdt

≤ Cν
q−2

2(q−1)

k

∫
Qτ

ν
q−2

2
k |∇uk|

2 dxdt + Cσ
q(q−2)
2(q−1)

( C
σ(q−1)/2

) q
2(q−1)

≤ C,

guaranteeing the existence of ξi ∈ L
p

p−1 (Qτ) ∩ L
q

q−1 (Qτ) where((
νk |∇uk|

2 + σ
) p−2

2
+

(
νk |∇uk|

2 + σ
) q−2

2

)
∇iuk ⇀ ξi weakly in L

p
p−1) (Qτ) ∩ L

q
q−1 (Qτ)

subsequences are noted the same as their original sequence. Thus, it is not hard to see that∫
Qτ

u
∂ψ

∂t
dxdt =

∫
Qτ

ξ∇ψdxdt −
∫

Qτ

1ψdxdt (10)
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for any ψ ∈ C∞0 (Qτ), where ξ = (ξ1, . . . , ξN). To conclude, we need to show that∫
Qτ

ξ∇ψdxdt =
∫

Qτ

((
ν|∇u|2 + σ

) p−2
2
+

(
ν|∇u|2 + σ

) q−2
2
)
∇u∇ψdxdt (11)

For starters, the following quantity is not negative∫
Qτ

[((
νk

∣∣∣∇uk

∣∣∣2+σ) p−2
2
+
(
νk

∣∣∣∇uk

∣∣∣2+σ) q−2
2
)
∇

(
ν

1
2
k uk

)
−

((
|∇v|2+σ

) p−2
2
+
(
|∇v|2+σ

) q−2
2
)
∇v

][
∇

(
ν

1
2
k uk

)
−∇v

]
dxdt (12)

for all v ∈ Lq
(
0, τ; W1,q

0 (Ω)
)
. In fact, let R(X) =

((
|X|

2 + σ
) p−2

2
+

(
|X|

2 + σ
) q−2

2
)
X; it suffices to note that

R′(X) =
((
|X|

2 + σ
) p−2

2
+

(
|X|

2 + σ
) q−2

2

)
I +

(
(p − 2)

(
|X|

2 + σ
) p−4

2
+ (q − 2)

(
|X|

2 + σ
) q−4

2

)
XX

T

is a positive definite matrix, so that we have(
R(∇(ν

1
2
k uk)) − R(∇v)

)(
∇

(
ν

1
2
k uk

)
− ∇v

)
≥ 0,

and (12) follows. From the periodicity of uk and all the equations it satisfies we have∫
Qτ

((
νk

∣∣∣∇uk

∣∣∣2 + σ) p−2
2
+

(
νk

∣∣∣∇uk

∣∣∣2 + σ) q−2
2
)∣∣∣∇uk

∣∣∣2dxdt =
∫

Qτ

1kukdxdt

combined with (12) derive∫
Qτ

1kukdxdt ≥
∫

Qτ

((
νk

∣∣∣∇uk

∣∣∣2 + σ) p−2
2
+

(
νk

∣∣∣∇uk

∣∣∣2 + σ) q−2
2
)
∇uk∇vdxdt

+

∫
Qτ

((
νk|∇v|2 + σ

) p−2
2
+

(
νk|∇v|2 + σ

) q−2
2
)
∇v∇

(
uk − v

)
dxdt

If we let k→∞, we get∫
Qτ

1udxdt ≥
∫

Qτ

ξ∇vdxdt +
∫

Qτ

((
νk|∇v|2 + σ

) p−2
2
+

(
νk|∇v|2 + σ

) q−2
2
)
∇v∇

(
uk − v

)
dxdt. (13)

On the other hand, taking ψ = u in (10) gives∫
Qτ

ξ∇udxdt =
∫

Qτ

1udxdt (14)

Together with (14) and (13) yield∫
Qτ

(
ξi −

((
ν|∇v|2 + σ

) p−2
2
+

(
ν|∇v|2 + σ

) q−2
2
)
∇iv

)(
∇iu − ∇iv

)
dxdt ≥ 0.

Letting v = u − λψ with λ > 0, ψ ∈ C∞0 (Qτ), we get∫
Qτ

(
ξi −

((
ν|∇(u − λψ)|2 + σ

) p−2
2
+

(
ν|∇(u − λψ)|2 + σ

) q−2
2
)
∇i(u − λψ)

)
∇iψdxdt ≥ 0.

Taking λ→ 0 yields∫
Qτ

(
ξi −

((
ν|∇u|2 + σ

) p−2
2
+

(
ν|∇u|2 + σ

) q−2
2
))
∇iu∇iψdxdt ≥ 0. (15)

With a very similar manner we can prove that the converse inequality also holds, which makes (11) true.
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4. Topological degree on Br(0)

Lemma 4.1. Assuming the conditions of Theorem 2.2 hold, deg
(
I − V(1,Φ(·)),Br(0), 0

)
= 1 for some r > 0

independent of σ.

Proof. Notice that the map V(1, νΦ(u)) is compact because V is compact and Φ is continuous. By the
homotopy invariance of degree

deg
(
I −V(1,Φ(·)),Br(0), 0

)
= deg

(
I,Br(0), 0

)
= 1, (16)

assuming that

V(1, νΦ(u)) , u for ν ∈ [0, 1], u ∈ ∂Br(0). (17)

Which we will prove by taking

r =
( 1

MCq
0|Ω|

1− q
q′

) 1
m−q+1

,

where q′ = Nq
N−q if q < N, q′ = q + 1 if q ≥ N, M = max

Qτ

h(x, t), Denote uν the periodic solution of

∂u
∂t
= div

((∣∣∣∇u
∣∣∣2 + σ) p−2

2
∇u +

(∣∣∣∇u
∣∣∣2 + σ) q−2

2
∇u

)
+ νh(x, t)um

+ (18)

with the Dirichlet boundary condition. Using the maximum principle and the continuity of uν, we have
uν(x, t) ≥ 0. If we multiply (18) by uν and integrate over Qτ we get

K = ν
∫

Qτ

h(x, t)um+1
ν dxdt −

∫
Qτ

((∣∣∣∇uν
∣∣∣2 + σ) p−2

2
+

(∣∣∣∇uν
∣∣∣2 + σ) q−2

2
)∣∣∣∇uν

∣∣∣2dxdt = 0 (19)

for ν ∈ [0, 1]. In what follows, we will be using the embedding theorems

∥uν∥q′ ≤ C1 ∥∇uν∥p and ∥uν∥q′ ≤ C2 ∥∇uν∥q .

In the following, we denote C0 = max(C1,C2). In the case where q < N, from (19) we have

K ≤M
∫

Qτ

um+1
ν dxdt −

1
Cq

0

∫ τ

0

(
∥uν∥

p
q′ + ∥uν∥

q
q′

)
dt (20)

If m + 1 ≥ q′, then

K ≤M max
Qτ

um+1−q′
ν

∫ τ

0
∥u∥q

′

q′dt −
2

Cq
0

∫ τ

0
∥uν∥

q
q′dt ≤

∫ τ

0
∥uν∥

q
q′

M|Ω|
q′−q

q′ max
Qτ

um+1−γ
ν −

2
Cq

0

 dt. (21)

If (17) were not true, then we would have uν ∈ ∂Br(0). Therefore

max
Qτ

uν(x, t) = r =

 1

M|Ω|1−
q
q′


1

m+1−q

and the last integral in (21) equals −
∫ τ

0
∥uν∥

p
q′ dt < 0, contradicting with the equality (19).

In case q < m + 1 < q′, we use the Hölder inequality for the first integral on the right part of (20)∫
Ω

um+1
ν dx ≤ ∥uν∥m+1

q′ |Ω|
q′−1−m

q′
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and obtain

K ≤M|Ω|
q′−1−m

q′

∫ τ

0
∥uν∥m+1

q′ dt −
2

Cq
0

∫ τ

0
∥uν∥

q
q′ dt =

∫ τ

0

M|Ω|
q′−q

q′ ∥uν∥
m+1−q
q′ −

2
Cq

0

 ∥uν∥qq′ dt (22)

If we assume (17) to be false in this case, we would then have uν ∈ ∂Br(0), implying

max
Qτ

uν(x, t) = r =

 1

M|Ω|1−
q
q′


1

m+1−q

which makes the last integral in (22) equal to −
∫ τ

0 ∥uν∥
q
q′ dt < 0. This inconsistency implies uν < ∂Br(0).

If q ≥ N, It is easy to check that r =
(
1/M|Ω|1−

q
q′

) 1
m−q+1

with q′ = q + 1 satisfies (17) similarly as the previous

case. Hence lemma 4.1 is proved.

5. Topological degree on BR(0)

From here and below, λwill denote an eigenvalue of −∆ inΩwith the homogenous Dirichlet boundary
condition and ψλ a positive eigenfunction related to λ.

Lemma 5.1. Set uν as a nonnegative periodic solution of

∂u
∂t
= div

((
ν|∇u|2 + σ

) p−2
2
∇u + (ν |∇uν|2 + σ)

q−2
2 ∇u

)
+ h(x, t)um + (1 − ν)

(
λ(σ

p−2
2 + σ

q−2
2 )u + 1

)
(23)

with the Dirichlet boundary value condition of problem (P), where 0 ≤ ν ≤ 1. Assuming that the conditions of
Theorem 2.2 hold, there is constant L > 0 unrelated to ν, and

∥u∥∞ ≤ L.

In case ν = 1, L would be unrelated to σ as well.

Proof. Set 0 < σ ≤ 1. Assume that uν has no bound. Meaning there are sequences (νn)n≥0 ⊂ [0, 1] and (un)n≥0,
where

Mn = max
Qτ

un(x, t) = un (xn, tn)→∞ as n→∞.

We assume that νn → ν∞ and (xn, tn)→ (x∞, t∞) as n→∞.
We start by proving that νn , 0 for all n. In fact, if νn = 0 for some n, then (23) becomes

∂u
∂t
= (σ

p−2
2 + σ

q−2
2 )∆u + h(x, t)um + λ(σ

p−2
2 + σ

q−2
2 )u + 1. (24)

Multiplying (24) by ψλ, integrating over Qτ, and noticing the periodicity of u, we obtain

0 =
∫

Qτ

∂ψλu
∂t

dxdt =
∫

Qτ

(σ
p−2

2 + σ
q−2

2 )ψλ∆udxdt +
∫

Qτ

h(x, t)umψλdxdt + λ
∫

Qτ

(σ
p−2

2 + σ
q−2

2 )uψλdxdt

+ τ

∫
Ω

ψλdx =
∫

Qτ

h(x, t)umψλdxdt + τ
∫
Ω

ψλdx > 0

which is a contradiction.
For all n define µn, z, s, and vn as

µ
q

m−q+1
n Mn = 1, z =

x − xn

µn
, s =

t − tn

µ
(m−1)q
m−q+1
n

and vn(z, s) = µ
q

m−q+1
n un(x, t).
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Noticing that Ω is convex, we get δ0 > 0 so that we have dist (xn, ∂Ω) ≥ δ0 from [36] and [26]. Thus, the
function vn(z, s) has proper meaning in the set

Dn,δ0 = D
( δ0

2µn

)
×

( −τ

µ
(m−1)q
m−q+1
n ν

q−2
2

n

,
τ

µ
(m−1)q
m−q+1
n ν

q−2
2

n

)
,

such that D(ℓ) is the ball ofRN that has ℓ as radius and 0 as its center. In Dn,δ0 , the function wn(z, s) = ν
1
2
n vn(z, s)

verifies

∂wn

∂s
= µ

q2(p−2)(1−m)
(m−p+1)(m−q+1)
n div

((∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2
∇wn

)
+ µ

q(m−1)(q−2)
2(m−q+1)

n div
((∣∣∣∇wn

∣∣∣2 + µ 2q
m−q+1
n σ

) q−2
2
∇wn

)
+ h

(
xn + µnz, tn + sµ

(m−1)q
m−q+1
n

)
vm−1

n wn +
(
1 − νn

)(
λσ

q−2
2 µ

q(m−1)
m−q+1
n wn + ν

1
2
nµ

mq
m−q+1
n

)
Since ∥vn∥∞ = vn(0, 0) = 1, we have ∥wn∥∞ = wn(0, 0) = ν

1
2
n . For any given δ > 0, let

S1 = D(2δ) ×
(−2d

ν
q−2

2
n

,
2d

ν
q−2

2
n

)
and S2 = D(δ) ×

( −d

ν
q−2

2
n

,
d

ν
q−2

2
n

)
Since µn → 0 as n→∞, we see that S2 ⊂ S1 ⊂ Dn,δ0 .
Applying Theorem 1.1 in [16] and noticing that N > 1, we get

|wn (z1, s1) − wn (z2, s2)| ≤ γ
(
|z1 − z2| + |s1 − s2|

1
2

)β
,

which implies that there exists a function v ∈ C
(
RN
×R

)
such that

vn(z, s)→ v(z, s) in Cloc

(
RN
×R

)
(25)

and a domain Qτ containing (0, 0) with Q ⊂ S2, such that for any (z, s) ∈ Qτ

vn(z, s) ≥
1
2
. (26)

Let χ ∈ C∞0
(
RN
×R

)
be a smooth cut-off function defined in D(2r)× (2T1 − T2, 2T2 − T1) such that

χ(x, t) = 1 in D(r) × (T1,T2) , |Dχ| ≤
C
r

and
∣∣∣∣∣∂χ∂s

∣∣∣∣∣ ≤ C
T2 − T1

.

If we multiply, by wnχθ (θ > q), the equation verified by wn, and integrate over Dn,σ0, we obtain

1
2

∫
Dn,,δ0

∂w2
n

∂s
χθdzds +

∫
Dn,δ0

[
µ

q2(p−2)(1−m)
(m−p+1)(m−q+1)
n

(∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2
+ aµ

q(m−1)(q−2)
2(m−q+1)

n

(∣∣∣∇wn

∣∣∣2 + µ 2q
m−q+1
n σ

) q−2
2
]

×
∂wn

∂zi

∂
(
wnχθ

)
∂zi

dzds =
∫

An,δ0

[
hvm−1

n wn +
(
1 − νn

)(
λσ

q−2
2 µ

q(m−1)
m−q+1
n wn + ν

1
2
nµ

mq
m−q+1
n

)]
wnχ

θdzds (27)

provided n is big enough to ensure that Dn,δ0 contains D(2r) × (2T1 − T2, 2T2 − T1) .
Notice that

∣∣∣∣ ∫
Dn,δ0

∂w2
n

∂s
χθdzds

∣∣∣∣ = ∣∣∣∣ ∫
Dn,δ0

(∂(w2
nχ

θ
)

∂s
− rw2

nχ
θ−1 ∂χ

∂s

)
dzds

∣∣∣∣ = ∣∣∣∣ ∫
Dn,δ0

θw2
nχ

θ−1 ∂χ
∂s

dzds
∣∣∣∣

≤ νn
C

T2 − T1
meas

(
D(2r) ×

(
2T1 − T2, 2T2 − T1

))
= CνnrN. (28)
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On the other hand, we obtain∫
Dn,δ0

µ
q2(p−2)(1−m)

(m−p+1)(m−q+1)
n

(∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2 ∂wn

∂zi

∂(wnχθ)
∂zi

dzds

≤

∫
Dn,δ0

(∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2 ∂wn

∂zi

(∂wn

∂zi
χθ + rχθ−1wn

∂χ
∂zi

)
dzds

≤
1
2

∫
Dn,δ0

χθ |∇wn|
p dzds + θ

∫
Dn·δ0

(∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2 ∂wn

∂zi
χθ−1wn

∂χ
∂yi

dzds (29)

Similarly, we have∫
Dn,δ0

aµ
q(m−1)(q−2)

2(m−q+1)
n

(∣∣∣∇wn

∣∣∣2 + µ 2q
(m−q+1)
n σ

) q−2
2 ∂wn

∂zi

∂(wnχθ)
∂zi

dzds

≤
1
2

∫
Dn,δ0

χθ |∇wn|
q dzds + θ

∫
Dn,δ0

(
|∇wn|

2 + µ
2q

m−q+1
n σ

) q−2
2 ∂wn

∂zi
χθ−1wn

∂χ
∂yi

dzds (30)

and ∫
Dn,δ0

[
hvm−1

n wn +
(
1− νn

)(
λσ

(q−2)
2 µ

q(m−1)
m−q+1
n wn + ν

1
2
nµ

mq
m−q+1
n

)]
wnχ

θdzds ≤ Cνn

∫
Dn,δ0

χθdzds ≤ CνnrN
(
T2 −T1

)
. (31)

Furthermore, and using Young’s inequality

∣∣∣∣θ∫
Dn,δ0

(∣∣∣∇wn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2 ∂wn

∂zi
χθ−1wn

∂χ
∂zi

dyds
∣∣∣∣ ≤ C

∫
Dn,δ0

(∣∣∣∇wn

∣∣∣p−2
+ µ

p(p−2)
m−q+1
n σ

p−2
2

)
χθ−1wn |∇wn| |∇χ|dzds

≤
1
4

∫
Dn,δ0

χθ |∇wn|
p dzds+C

∫
Dn,δ0

wp
nχ

θ−p
|∇χ|pdyds+

1
4

∫
Dn,δ0

µ
p(p−2)
m−q+1
n σ

p−2
2 (χθ |∇wn|

2+Cw2
nχ

θ−2
|∇χ|2)dzds,

(32)

and with a similar manner

∣∣∣∣θ∫
Dn,δ0

(
|∇wn|

2 + µ
2q

m−q+1
n σ

) q−2
2 ∂wn

∂zi
χθ−1wn

∂χ
∂zi

dyds
∣∣∣∣ ≤ 1

4

∫
Dn,δ0

χθ |∇wn|
q dzds + C

∫
Dn,δ0

wp
nχ

θ−q
|∇χ|qdyds

+
1
4

∫
Dn,δ0

µ
q(q−2)
m−q+1
n σ

q−2
2 (χθ |∇wn|

2 + Cw2
nχ

θ−2
|∇χ|2)dzds. (33)

Combining the inequalities (27)-(33) yields∫
Dn,δ0

χθ |∇wn|
p dzds +

∫
Dn,δ0

µ
p(p−2)
m−q+1
n σ

p−2
2 χθ |∇wn|

2 dzds ≤ CνnrN + CνnsN (T2 − T1) + Cν
p
2
n rN

(
T2 − T1

)(C
r

)p

+ Cνnσ
p−2

2 rN(T2 − T1)
(C

r

)2
µ

p(p−2)
m−q+1
n = C1νn,

similarly∫
Dn,δ0

χθ |∇wn|
q dzds +

∫
Dn,δ0

µ
q(q−2)
m−q+1
n σ

q−2
2 χθ |∇wn|

2 dzds ≤ C2νn,
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such that the constants C1 and C2 relate only to r and T1 − T2, so we get for all r > 0, and T2 > T1

ν
p−2

2
n

∫ T2

T1

∫
Br

|∇vn|
p dzds ≤ C, (34)

µ
p(p−2)
m−q+1
n σ

p−2
2

∫ T2

T1

∫
Br

|∇vn|
2 dzds ≤ C, (35)

ν
q−2

2
n

∫ T2

T1

∫
Br

|∇vn|
q dzds ≤ C (36)

and

µ
q(q−2)
m−q+1
n σ

q−2
2

∫ T2

T1

∫
Br

|∇vn|
2 dzds ≤ C. (37)

If ν∞ = 0, then for any ψ ∈ C∞0
(
RN
×R

)
∣∣∣∣ ∫

Dn,δ0

(
νn

∣∣∣∇vn

∣∣∣2 + µ 2p
m−q+1
n σ

) p−2
2 ∂vn

∂zn

∂ψ

∂yzi
dzds

∣∣∣∣ ≤ C
∫

Dn,δ0

(
ν

p−2
2

n

∣∣∣∇vn

∣∣∣p−2
+ µ

p(p−2)
m−q+1
n σ

p−2
2

)∣∣∣∇vn

∣∣∣|∇ψ|dzds

≤ C
( ∫

suppψ
ν

p−2
2

n

∣∣∣∇vn

∣∣∣pdyds
) p−1

p
( ∫

suppψ
ν

p−2
2

n |∇ψ|
pdzds

) 1
p

+ C
( ∫

suppψ
µ

p(p−2)
m−q+1
n σ

p−2
2

∣∣∣∇vn

∣∣∣2dzds
) 1

2
( ∫

suppψ
µ

p(p−2)
m−q+1
n σ

p−2
2 |∇ψ|2dzds

) 1
2

≤ Cψν
p−2

2
n + Cψσ

p−2
4 µ

p(p−2)
m−q+1
n ,

and Cψ is a positive number related only to ψ. Consequently∫
Dn,δ0

(
νn |∇vn|

2 + µ
4p

m−q+1
n σ

) p−2
2

∇vn∇ψdzds→ 0

as n→∞. Following the same steps we can prove that∫
Dn,δ0

(
νn

∣∣∣∇vn

∣∣∣2 + µ 4p
m−q+1
n σ

) q−2
2
∇vn∇ψdzds→ 0

as n→∞.
Using Lebesgue’s theorem and (25), we obtain∫

v
∂ψ

∂s
dzds + h (x∞, t∞)

∫
vmψdzds = 0 for any ψ ∈ C∞0

(
RN
× R

)
,

which implies

∂v (z0, s)
∂s

= h (x∞, t∞) vm (z0, s) (38)

almost everywhere. Using the fact that v is continuous, we show that the equality (38) is in fact true for
s ∈ (−∞,∞). But, we take from (25) and (26) the existence of z0 where v (z0, 0) > 0 and therefore there is no
global solution for (38) such that m > p− 1 ≥ 1. The present contradiction implies that ν∞ = 0 is impossible.
Now, since ν∞ , 0 it follows from (34)-(37), that[(

νn

∣∣∣∇vn

∣∣∣2 + µ 4p
m−q+1
n σ

) p−2
2
+

(
νn

∣∣∣∇vn

∣∣∣2 + µ 4q
m−q+1
n σ

) q−2
2
]
∇ivn ⇀ ξi
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in L
p

p−1

loc

(
RN
×R

)
∩ L

q
q−1

loc

(
RN
×R

)
. Using a reasoning like the one of section 3 we can prove that

ξi = (ν
p−2

2
∞ |∇v|p−2 + ν

q−2
2
∞ |∇v|q−2)∇iv.

Since µn → 0 as n→∞ and the inequality∫ ([(
νn

∣∣∣∇vn

∣∣∣2 + µ 4p
m−q+1
n σ

) p−2
2
+

(
νn

∣∣∣∇vn

∣∣∣2 + µ 4q
m−q+1
n σ

) q−2
2
]
∇vn

−

[(
νn

∣∣∣∇wn

∣∣∣2 + µ 4p
m−q+1
n σ

) p−2
2
+

(
νn

∣∣∣∇wn

∣∣∣2 + µ 4q
m−q+1
n σ

) q−2
2
]
∇w

)(
∇vn − ∇w

)
dzds ≥ 0

is fulfilled, we derive that v ∈ C
(
RN
×R

)
∩ Lq

loc

(
R; W1,q

loc

(
RN

))
and verify the following equation

∂v
∂s
= s

p−2
2
∞ div

(
|∇v|p−2

∇v
)
+ s

q−2
2
∞ div

(
|∇v|q−2

∇v
)
+ h

(
x∞, t∞

)
vm, (z, s) ∈ RN

×R. (39)

Still, from [23, 24], we conclude that the Cauchy problem for (39) can’t have a global nontrivial nonnegative
solution where q− 1 < m < p− 1+ p

N . The contradiction means that the first claim of our lemma holds. The
second claim of the lemma can be proved by analogy.

Lemma 5.2. Assuming the conditions of Theorem 2.2 hold, there is R > r where deg (I −V(1,Ψ(·)),BR(0), 0) = 0.

Proof. Let Ψ̂(u)(x, t) = h(x, t)um
+ + λu+ + 1 for u ∈ Cτ(Qτ) and G(ν,u) = V(ν, νΦ(u) + (1 − ν)Ψ̂(u)). Based on

Lemma 3.1 and Lemma 3.2, G(ν, ·) is well defined from Cτ(Qτ) to Cτ(Qτ) and compact. Thus, applying the
homotopy invariance of degree, we arrive at

deg (I −V(1,Ψ(·)),BR(0), 0) = deg
(
I −V(0, Φ̂(·)),BR(0), 0

)
,

assuming that
G(ν,u) , u for all u ∈ ∂BR(0), ν ∈ [0, 1].

In fact, Lemma 5.1 proves the validity of the inequality for R > max{L, r}.
Furthermore, similarly to the proof of Lemma 5.1, (24) cannot have a nonnegative periodic solution
with the Dirichlet boundary value condition. Hence deg

(
I − V(0, Ψ̂(·)),BR(0), 0

)
= 0 implying deg

(
I −

V(1,Ψ(·)),BR(0), 0
)
= 0.

6. Proof of the main theorem

To conclude, we use the previous lemmas and the proposition to prove Theorem 2.2. According to
Lemma 4.1 and Lemma 5.2, we have

deg
(
I −V(1,Φ(·)),BR(0)\Br(0), 0

)
= −1,

hence there is at least one periodic solution uσ of (2) with Dirichlet boundary conditions, with

r ≤ max
Qτ

uσ(x, t) ≤ R for any 0 < σ < 1.

This gives an end to the proof of the first proposition. By the uniform boundedness of uσ and Theorem 3
in [38] to get the uniform Hölder continuity of uσ and then apply the Arzelà-Ascoli theorem to deduct the
existence of a function u ∈ Cτ(Qτ) and a subsequence of {uσ}, without loss of generality also noted {uσ}, so
that we have

uσ → u uniformly in Qτ.
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Note that r ≤ max
Qτ

u(x, t) ≤ R. By Lemma 3.1 and the proof of Lemma 3.2, the following inequalities hold

∥∥∥∥∥∂uσ
∂t

∥∥∥∥∥
2
≤ C1,

∫
Qτ

(
ν |∇uσ|2 + σ

) p−2
2
|∇uσ|2 dxdt ≤ C2 and

∫
Qτ

(
ν |∇uσ|2 + σ

) q−2
2
|∇uσ|2 dxdt ≤ C3,

where C1, C2 and C3 are independent of σ. An argument similar to section 3 can be adopted to prove that
u is a periodic solution of the problem (P) in the same sense announced in definition 2.1. The proof of
Theorem 1 is now complete.
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