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Stochastic controllability of a non-autonomous impulsive system with
variable delays in control
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Abstract. In this paper, we study the sufficient conditions for the relative controllability of a non-
autonomous stochastic impulsive differential equation with variable delays in control. The evolution
family, Arzela-Ascoli theorem, Schauder’s fixed point theorem, and stochastic analysis are used to achieve
the main results. Two examples are provided in support of the main results.

1. Introduction

Many real-life phenomena are affected by the sudden change in their states at certain moments, such
as heartbeats and blood flow in the human body. These phenomena are discussed in the form of impulses
whose duration is negligible compared to the whole process. Impulsive differential equations are used to
model such processes. The study of impulsive systems is crucial to analyzing more realistic mathematical
models. It has a broad area of applications, including drug diffusion in the human body, control theory,
frequency-modulated systems, population dynamics, metallurgy, theoretical physics, industrial robotics,
engineering, etc. We refer to the papers [19, 27] and the references cited therein for more details on the basic
theory of impulsive differential equations.

A stochastic differential equation is one in which one or more of the terms are random variables.
Stochastic differential equations are used to describe various phenomena, notably unstable stock prices
and physical devices with thermal fluctuations, population dynamics, biology, weather prediction model,
molecular dynamics, and the textile industry. A brief summary of stochastic theory can be seen in [8, 18].

The goal of the controllability theory is the ability to control a specific system to the desired state by
providing appropriate input functions during a finite time interval. Controllability theory is a fundamental
concept in the dynamical control systems and plays a significant role in investigating and analyzing various
dynamical control processes. Many research papers were presented about controllability theory where
control function depends on stochastic parameters; see for instance [1, 21, 25]. There are numerous works
on controllability results for autonomous [4, 28] and non-autonomous stochastic systems [1, 9, 10, 31].

Numerous dynamic systems have variable states subject to abrupt changes, which may result from
stochastic phenomena such as sudden environmental changes. Stochastic disturbances are generally re-
garded as an essential component of systems as they can be used to represent effects caused by external
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perturbations. Due to its extensive need, the controllability of stochastic systems has received much at-
tention. On the other hand, many systems derived from realistic models rely on histories or impulsive
phenomena in addition to white noise. Thus, research on impulsive stochastic differential systems with
delay is necessary. Due to their wide applicability in various domains, including automatic control, eco-
nomics, physics, and industry, impulsive stochastic systems have been the subject of several works during
the last few decades. One of the most crucial characteristic of dynamical systems is controllability, which is
essential for solving various control issues, such as the stability of the system, with the appropriate controls.
Using the Razumikhin technique and stochastic processes theory, Hu et al. [33] studied the exponential
stability of impulsive stochastic delay differential systems. Using the Lyapunov approach and stochastic
analysis theory, Hu and Zhu [34] established the stability criteria for impulsive stochastic functional dif-
ferential systems with distributed-delay dependent impulsive effects. For more details on the impulsive
stochastic system, the reader may refer to the papers [35, 36].

Time delay systems play an important role in many mathematical models. The time delays are present
in either control or state or both. Several biological and physical systems involve time delays, such as
population growth, epidemiology, immunology, etc. In these models, the time delays can be related to the
duration of specific hidden processes. Different time delays have been taken into lots of studies, such as
constant delays [6], time-variant delays [39], state-dependent delays [37], multi-proportional delays [17],
and so on. The delay differential equations are widely used to analyze and predict many results in various
areas of sciences, such as the time taken by a chemical reaction and its reactants in chemical kinetics and
the production of new viruses in a biological system.

Several real-world systems (such as sudden stock price fluctuations brought on by war, epidemics, or
market crashes, etc.) are subject to stochastic perturbations with impulsive effects. For these models, the
path continuity supposition does not seem plausible. Consequently, when modeling such systems, we
should take impulsive effects in stochastic processes into account. Due to the numerous applications of
second-order abstract differential equations in physics and engineering, they have received much more
attention. Second-order differential equations, for instance, can be used to analyze the system of dynam-
ical buckling of a hinged extensible beam [26, 32]. The integrated process in continuous time, which
can be made stationary, is best described by second-order stochastic differential equations. For instance,
engineers can make use of second-order stochastic differential equations to describe mechanical vibrations
or the charge on a capacitor. In recent years, numerous findings about the controllability of second-order
stochastic control systems have been obtained [20, 24, 28, 30, 38].

In 2006, Balasubramaniam and Ntouyas [21] provided the controllability result for partial stochastic
functional differential inclusions with infinite delay. In 2017, Haloi [23] gave sufficiency conditions for con-
trollability of non-autonomous differential equations with a nonlocal finite delay with deviating arguments.
In 2022, Afreen et al. [1] studied a semilinear stochastic system with constant delays in control.

More specifically, in 2012, Balachandran et al. [16] considered the following fractional delay differential
equation C

D
qϑ(t) = Aϑ(t) +

M∑
i=0
Biv (hi(t)) + f (t, ϑ(t), v(t)) , t ∈ [0,T],

ϑ(0) = ϑ0,

where 0 < q < 1 and discussed the relative controllability of the considered problem.
In 2019, Haq and Sukavanam [3] obtained sufficient conditions for the controllability of the following

semilinear delay system
ϑ′′(t) = Aϑ(t) +B1v(t) +B2v(t − b) + F

(
t, ϑa(t), v(t) + v(t − b)

)
, t ∈ (0, β],

ϑ′(0) = ϑ1,

1(ϑ) = φ, v(t) = 0, t ∈ [−b, 0].

Motivated by the mentioned works, our aim is to study the relative controllability of the following second-
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order non-autonomous stochastic impulsive system with variable delays in control:

ϑ′′(t) = A(t)ϑ(t) +
N∑

i=0
Biυ (αi(t)) + f

(
t, ϑ(t),

N∑
i=0
υ (αi(t))

)
+ ρ

(
t, ϑ(t),

N∑
i=0
υ (αi(t))

)
dw(t)

dt
, t ∈ [0, ℓ], t , tq,

ϑ(t+q ) − ϑ(t−q ) = Iq

(
ϑ(tq)

)
, q = 1, 2, . . . , r,

ϑ′(t+q ) − ϑ′(t−q ) = Jq

(
ϑ(tq)

)
, q = 1, 2, . . . , r,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1,

(1)

where 0 = t0 < t1 < t2 < · · · < tr < tr+1 = ℓ. Let X,Y be separable Hilbert spaces and the notation
∥ · ∥ denotes the norm of the spaces X,Y, and L(Y,X). A(t) is a densely defined closed linear operator
on X [5] and ϑ(·) ∈ X. The control function υ takes value in a separable Hilbert space Z and the linear
operators Bi ∈ L(Z,X), i = 0, 1, . . . ,N are bounded. The time-dependent delays are given by the function
αi, i = 0, 1, 2, . . . ,N. f and ρ are nonlinear functions that satisfy some suitable conditions. Iq, Jq, q = 1, 2, . . . , r
are impulsive functions. ϑ(t+q ) − ϑ(t−q ) and ϑ′(t+q ) − ϑ′(t−q ) denote the jumps at t = tq in the states ϑ and ϑ′,
respectively. ϑ(t+q ), ϑ(t−q ) and ϑ′(t+q ), ϑ′(t−q ), denote the right and left limit values of ϑ and ϑ′ at t = tq,
respectively. Let w be a Y-valued Wiener process with a finite trace nuclear covariance operator Q ≥ 0 on a
complete probability space (Ω,F ,P), where Ft ⊂ F , t ∈ [0, ℓ] is a normal filtration. Ft is a right continuous
increasing family andF0 contains all P-null sets. Let L2

0 = L2(Q
1
2 Y,X) denotes the space of all Hilbert-Schmidt

operators from Q
1
2 Y to X, which is a separable Hilbert space with norm ∥ϑ∥L2

0
= tr[ϑQϑ∗] < ∞. The initial

values ϑ0 and ϑ1 are F0-measurable, X-valued random variables. Let Lp(F ,X) denotes the Banach space of
all p-integrable, F -measurable random variables and E is the expectation given by E(ϑ) =

∫
Ω
ϑ(ω)dP. The

control function υ(·) ∈ Lp
F

([0, ℓ],Z), where Lp
F

([0, ℓ],Z) is a Banach space with

∥υ∥Lp
F

=

E

ℓ∫
0

∥υ(t)∥pZ dt


1
p

,

satisfying E

ℓ∫
0

∥υ(t)∥pZ dt < ∞.

Let U be a non-empty closed, bounded and convex subset of Z. The admissible control set is given by

Uad =
{
υ ∈ Lp

F
([0, ℓ],Z) | υ(t) ∈ U a.e. t ∈ [0, ℓ]

}
.

Let PC([0, ℓ],X) =
{
ϑ : [0, ℓ]→ X : ϑ is continuous at t , tq, ϑ(t+q ), ϑ(t−q ) both exist and ϑ(tq) = ϑ(t−q )

}
. Sim-

ilarly, PC′([0, ℓ],X) =
{
ϑ : [0, ℓ]→ X : ϑ′ is continuous at t , tq, ϑ′(t+q ), ϑ′(t−q ) both exist and ϑ′(tq) = ϑ′(t−q )

}
.

The space PC := PC([0, ℓ],X) is a Banach space with supremum norm defined by

∥ϑ∥PC =

 sup
t∈[0,ℓ]

E ∥ϑ(t)∥p


1
p

.

This paper is divided into six sections. Sections 1 and 2 contain the introduction, assumptions, and basic
lemmas. In Section 3, sufficient condition for the controllability of the corresponding linear system with
time-dependent delays is discussed. Sections 4 and 5 are concerned with the main results. In Section 6,
examples are given in support of the main results.

2. Preliminaries and Assumptions

Let ψ : [0, ℓ] × [0, ℓ] → L(X) be the evolution operator [11], where L(X) denotes the Banach space of set
of all bounded linear operators defined on X. Define

ξ(t, s) = −
∂ψ(t, s)
∂s

.
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Lemma 2.1. [13] For any ϑℓ ∈ Lp(F ,X) and p ≥ 2, there exists a function ϱ ∈ Lp
F

(
[0, ℓ],L2

0

)
such that

ϑℓ = Eϑℓ +
∫ ℓ

0
ϱ(s)dw(s).

Lemma 2.2. [29] Let ϱ : [0, ℓ] ×Ω→ L2
0 be strongly measurable function such that

∫ ℓ

0
E
∥∥∥ϱ(s)

∥∥∥p

L2
0

ds < ∞. Then

E

∥∥∥∥∥∥
∫ t

0
ϱ(s)dw(s)

∥∥∥∥∥∥p

≤ Lϱ

∫ t

0
E
∥∥∥ϱ(s)

∥∥∥p
ds,

for every t ∈ [0, ℓ], p ≥ 2, where Lϱ is the constant involving p and ℓ.

We assume the following assumptions which satisfy some necessary conditions.

(H1)
∥∥∥ψ(t, s)

∥∥∥ ≤ l1, ∥ξ(t, s)∥ ≤ l2, K = sup {∥Bi∥ , i = 0, 1, 2, . . . ,N} , where l1, l2 and K are positive constants.

(H2) The nonlinear function f : [0, ℓ] × X × Z → X is continuous and there are real constants µ1, µ2 such
that ∥∥∥∥∥∥∥ f

t, ϑ(t),
N∑

i=0

υ (αi(t))

 − f

t, ϑ̃(t),
N∑

i=0

υ̃ (αi(t))


∥∥∥∥∥∥∥

p

≤ µ1

∥∥∥ϑ − ϑ̃∥∥∥p
+ µ2

∥∥∥υ − υ̃∥∥∥p
,

where
∥∥∥υ − υ̃∥∥∥p

=
N∑

i=0

∥∥∥υ (αi(t)) − υ̃ (αi(t))
∥∥∥p
.

(H3) The nonlinear function ρ : [0, ℓ] × X × Z→ L2
0 is continuous and there are real constants µ3, µ4 such

that ∥∥∥∥∥∥∥ρ
t, ϑ(t),

N∑
i=0

υ (αi(t))

 − ρ
t, ϑ̃(t),

N∑
i=0

υ̃ (αi(t))


∥∥∥∥∥∥∥

p

L2
0

≤ µ3

∥∥∥ϑ − ϑ̃∥∥∥p
+ µ4

∥∥∥υ − υ̃∥∥∥p
,

where
∥∥∥υ − υ̃∥∥∥p

=
N∑

i=0

∥∥∥υ (αi(t)) − υ̃ (αi(t))
∥∥∥p
.

(H4) The maps Iq, Jq : X → X, q = 1, 2, . . . , r are continuous and there exist positive constants νq, ν̃q, ςq, ς̃q
such that∥∥∥Iq(ϑ) − Iq(ϑ̃)

∥∥∥p
≤ νp

q∥ϑ − ϑ̃∥
p,

∥∥∥Iq(ϑ)
∥∥∥p
≤ ν̃p

q ,∥∥∥Jq(ϑ) − Jq(ϑ̃)
∥∥∥p
≤ ςp

q∥ϑ − ϑ̃∥
p,

∥∥∥Jq(ϑ)
∥∥∥p
≤ ς̃p

q ,

for all ϑ, ϑ̃ ∈ X.

Remark 2.3. In assumption (H1), the operators ψ, ξ and Bi are bounded by some positive constants. Assumption
(H2) and (H3) mean that the nonlinear functions f and ρ satisfy Lipschitz like condition. Assumption (H4) means
that impulsive functions Iq, Jq are bounded and also satisfy Lipschitz condition. We will use these assumptions to
prove the main results.
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3. Linear system

Consider the non-autonomous linear impulsive system with time-dependent delays in control

ϑ′′(t) = A(t)ϑ(t) +
N∑

i=0
Biυ (αi(t)) , t ∈ [0, ℓ], t , tq,

ϑ(t+q ) − ϑ(t−q ) = Iq

(
ϑ(tq)

)
, q = 1, 2, 3, . . . , r,

ϑ′(t+q ) − ϑ′(t−q ) = Jq

(
ϑ(tq)

)
, q = 1, 2, 3, . . . , r,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1.

(2)

Consider the following settings:

• The functions αi : [0, ℓ] → R, i = 0, 1, 2, . . . ,N are strictly increasing, absolutely continuous and
satisfying αi(t) ≤ t.

Also, the functions αi can be represented as

αi(t) = t − τi(t), i = 0, 1, 2, . . . ,N, t ∈ [0, ℓ],

where τi(t) are time dependent delays.

• Define the time lead functions βi : [αi(0), αi(ℓ)]→ [0, ℓ] as

βi (αi(t)) = t, i = 0, 1, 2, . . . ,N, t ∈ [0, ℓ].

Also, assume that α0(t) = t and for t = ℓ, we have

αN(ℓ) ≤ αN−1(ℓ) ≤ · · · ≤ αn+1(ℓ) ≤ 0 = αn(ℓ) < αn−1(ℓ) = · · · = α1(ℓ) = α0(ℓ) = ℓ. (3)

• For a given h > 0, consider the control function υ : [−h, ℓ]→ Uad and t ∈ [0, ℓ], we take υt to represent
the map on [−h, 0] such that υt(s) = υ(t + s) for −h ≤ s < 0.

Definition 3.1. The complete state of the system (2) at time t is given by the set y(t) = {ϑ(t), υt} .

Definition 3.2. [14] The control system (1) is called relatively controllable on a given time interval [0, ℓ] if for all
complete initial state y(0) = {ϑ(0), υ0} and each final instantaneous state ϑℓ ∈ PC, there exists a control υ(t) ∈ Uad
such that ϑ(ℓ) = ϑℓ.

To study the relative controllability of (1), we will introduce the following equivalent conditions.

Lemma 3.3. [15] The following conditions are equivalent:

(1) The corresponding linear deterministic system with respect to (1) is relatively controllable on [0, ℓ].

(2) The controllability Grammian operator W defined in (8) is nonsingular.

The solution of the system (2) can be written as

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

∫ t

0
ψ(t, s)

N∑
i=0

Biυ (αi(s)) ds +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (4)
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Using the time lead function βi in (4), the solution becomes

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

N∑
i=0

∫ αi(t)

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ(s)ds +

∑
0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (5)

Substituting t = ℓ and using (3) in (5), we have

ϑ(ℓ) = ξ(ℓ, 0)ϑ0 + ψ(ℓ, 0)ϑ1 +

n∑
i=0

∫ 0

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

n∑
i=0

∫ ℓ

0
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ(s)ds

+

N∑
i=n+1

∫ αi(ℓ)

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

∑
0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)
. (6)

Define the following notations

G(ℓ) =

n∑
i=0

∫ 0

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

N∑
i=n+1

∫ αi(ℓ)

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds, (7)

and the controllability Grammian operator

W(0, ℓ) =

n∑
i=0

∫ ℓ

0
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)

{
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)

}∗
ds, (8)

where ∗ denotes the adjoint.

Theorem 3.4. The linear system (2) is relatively controllable on [0, ℓ], if the controllability Grammian operator (8)
is nonsingular.

Proof. Since W is nonsingular. Therefore, its inverse exists. Define υ(t) as

υ(t) =
{
B∗iψ

∗
(
ℓ, βi(t)

)
β(1)

i (t)
}

W−1
[
ϑℓ − ξ(ℓ, 0)ϑ0 − ψ(ℓ, 0)ϑ1 − G(ℓ) −

∑
0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
−

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)]
.

Substituting the value of υ(t) in (6) and using (7), we have

ϑ(ℓ) = ξ(ℓ, 0)ϑ0 + ψ(ℓ, 0)ϑ1 +

n∑
i=0

∫ ℓ

0
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)

{
B∗iψ

∗
(
ℓ, βi(s)

)
β(1)

i (s)
}
×

W−1

ϑℓ − ξ(ℓ, 0)ϑ0 − ψ(ℓ, 0)ϑ1 − G(ℓ) −
∑

0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
−

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

) ds

+G(ℓ) +
∑

0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)
= ϑℓ.

Thus, υ(t) steers the initial state to the desired state ϑℓ at t = ℓ. Hence, the system (2) is relatively
controllable.
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4. Nonlinear system

Consider the Banach space M = PC([0, ℓ],X) × C([0, ℓ],Uad) with norm defined by∥∥∥(z, φ)
∥∥∥p
= ∥z∥pPC +

∥∥∥φ∥∥∥p
.

For every (z, φ) ∈M, consider the linear system

ϑ′′(t) = A(t)ϑ(t) +
N∑

i=0
Biυ (αi(t)) + f

(
t, z(t),

N∑
i=0
φ (αi(t))

)
+ρ

(
t, z(t),

N∑
i=0
φ (αi(t))

)
dw(t)

dt
, t ∈ [0, ℓ], t , tq,

ϑ(t+q ) − ϑ(t−q ) = Iq(ϑ(tq)), q = 1, 2, . . . , r,

ϑ′(t+q ) − ϑ′(t−q ) = Jq(ϑ(tq)), q = 1, 2, . . . , r,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1.

(9)

The solution of the system (9) can be written as [2]

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

∫ t

0
ψ(t, s)

N∑
i=0

Biυ (αi(s)) ds +
∫ t

0
ψ(t, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

+

∫ t

0
ψ(t, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (10)

Using the time-lead functions βi in (10), we have

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

N∑
i=0

∫ αi(t)

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ(s)ds +

∫ t

0
ψ(t, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

+

∫ t

0
ψ(t, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (11)

Substituting t = ℓ and using (3) in (11), we have

ϑ(ℓ) = ξ(ℓ, 0)ϑ0 + ψ(ℓ, 0)ϑ1 +

n∑
i=0

∫ 0

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

n∑
i=0

∫ ℓ

0
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ(s)ds

+

N∑
i=n+1

∫ αi(ℓ)

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

∫ ℓ

0
ψ(ℓ, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

+

∫ ℓ

0
ψ(ℓ, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)
. (12)

Using (7), we define

ϕ
(
y(0), ϑℓ; z, φ

)
= Eϑℓ − ξ(ℓ, 0)ϑ0 − ψ(ℓ, 0)ϑ1 +

∫ ℓ

0
ϱ(s)dw(s) − G(ℓ) −

∫ ℓ

0
ψ(ℓ, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

−

∫ ℓ

0
ψ(ℓ, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) −
∑

0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
−

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)
. (13)
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Define the controllability Grammian operator

W(0, ℓ){·} =
n∑

i=0

∫ ℓ

0
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)

{
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)

}∗
E{·|Ft}ds, (14)

and control function

υ(t) =
{
B∗iψ

∗
(
ℓ, βi(t)

)
β(1)

i (t)
}

W−1ϕ
(
y(0), ϑℓ; z, φ

)
, (15)

where i = 0, 1, 2, . . . ,n.Here y(0) and ϑℓ are taken arbitrarily. Substituting the value of υ(t) in (12) and using
(13), υ(t) leads the initial complete state y(0) to final state ϑℓ at t = ℓ for every (z, φ) ∈ M. Also, using (13)
and (14), (12) can be written as

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

n∑
i=0

∫ 0

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

n∑
i=0

∫ t

0
ψ

(
t, βi(s)

)
Biβ

(1)
i (s) ×

{
B∗iψ

∗
(
ℓ, βi(s)

)
β(1)

i (s)
}

W−1ϕ
(
y(0), ϑℓ; z, φ

)
ds +

N∑
i=n+1

∫ αi(t)

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds

+

∫ t

0
ψ(t, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds +
∫ t

0
ψ(t, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (16)

Theorem 4.1. Assume that for (ϑ, υ̃) ∈M, where υ̃ =
N∑

i=0
υ(αi(t)),

lim
∥(ϑ,υ̃)∥p→∞

∥∥∥ f (t, ϑ, υ̃)
∥∥∥p
+

∥∥∥ρ (t, ϑ, υ̃)
∥∥∥p

L2
0

∥(ϑ, υ̃)∥p
= 0,

uniformly on [0, ℓ] and (H1), (H4) hold. Then, the nonlinear system (9) is globally relatively controllable on [0, ℓ], if
the linear system (2) is globally relatively controllable.

Proof. Let the map G : H ⊆M→ H is given by

G
(
z, φ̃

)
= (ϑ, υ̃) ,

where φ̃ =
N∑

i=0
φ(αi(t)),

υ(t) =
{
B∗iψ

∗
(
ℓ, βi(t)

)
β(1)

i (t)
}

W−1
[
Eϑℓ − ξ(ℓ, 0)ϑ0 − ψ(ℓ, 0)ϑ1 +

∫ ℓ

0
ϱ(s)dw(s) −

n∑
i=0

∫ 0

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s) ×

υ0(s)ds −
N∑

i=n+1

∫ αi(ℓ)

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds −

∫ ℓ

0
ψ(ℓ, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

−

∫ ℓ

0
ψ(ℓ, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) −
∑

0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)
−

∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)]
,
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and

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

n∑
i=0

∫ 0

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

n∑
i=0

∫ t

0
ψ

(
t, βi(s)

)
Biβ

(1)
i (s) ×

{
B∗iψ

∗
(
ℓ, βi(s)

)
β(1)

i (s)
}

W−1ϕ
(
y(0), ϑℓ : z, φ

)
ds +

N∑
i=n+1

∫ αi(t)

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds

+

∫ t

0
ψ(t, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds +
∫ t

0
ψ(t, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (17)

For simplicity, take

bi = sup
∥∥∥β(1)

i (s)
∥∥∥ , i = 0, 1, 2, . . . ,N; ã = sup ∥υ0(s)∥ ; c′ = 10p−1Kplp1bp

i

∥∥∥W−1
∥∥∥p

;λ =
∫ ℓ

0
E
∥∥∥ϱ(s)

∥∥∥p
ds;

Li =

∫ 0

αi(0)

∥∥∥ψ (
ℓ, βi(s)

)∥∥∥ ds; Mi =

∫ αi(ℓ)

αi(0)

∥∥∥ψ (
ℓ, βi(s)

)∥∥∥ ds; Ni =

∫ ℓ

0

∥∥∥ψ (
ℓ, βi(s)

)∥∥∥ ds;

f̃ = sup E

∥∥∥∥∥∥∥ f

s, z(s),
N∑

i=0

φ (αi(s))


∥∥∥∥∥∥∥ ; ρ̃ = sup E

∥∥∥∥∥∥∥ρ
s, z(s),

N∑
i=0

φ (αi(s))


∥∥∥∥∥∥∥ ; b̃ = max

{
c′lp1ℓ

1+p/q, c′lp1ℓLρ
}

;

c = c′
[
E ∥Eϑℓ∥p + lp2E ∥ϑ0∥

p + lp1E ∥ϑ1∥
p + Lϱλ + (−αi(0))p/q ãpKp

n∑
i=0

Lp
i bp

i + (αi(ℓ) − αi(0))p/q ãpKp
N∑

i=n+1

Mp
i bp

i

+

r∑
k=1

{
lp2ν̃

p
k + lp1ς̃

p
k

} ]
; γ1 = 9p−1ℓp/q

Kp
n∑

i=0

Np
i bp

i b̃ + lp1ℓ

 ; γ2 = 9p−1

ℓp/qKp
n∑

i=0

Np
i bp

i b̃ + Lρlp1ℓ

 ;

d = 9p−1
[
lp2E∥ϑ0∥

p + lp1E∥ϑ1∥
p + (−αi(0))p/qãpKp

n∑
i=0

Lp
i bp

i + ℓ
p/qKp

n∑
i=0

Np
i bp

i c + (αi(ℓ) − αi(0))p/qãpKp
×

N∑
i=n+1

Mp
i bp

i +

r∑
q=1

{lp2ν̃
p
q + lp1ς̃

p
q}

]
; γ = max

{
γ1, γ2

}
; δ1 = max{c, d}; δ2 = max

{
b̃, γ

}
.

Using Lemma 2.2 and Hölder’s inequality, we have,

E ∥υ(t)∥p ≤ 10p−1E
∥∥∥∥{B∗iψ∗ (ℓ, βi(t)

)
β(1)

i (t)
}

W−1
∥∥∥∥p

[
∥Eϑℓ∥p + E ∥ξ(ℓ, 0)ϑ0∥

p + E
∥∥∥ψ(ℓ, 0)ϑ1

∥∥∥p
+ Lϱ

∫ ℓ

0
E
∥∥∥ϱ(s)

∥∥∥p
ds

+

n∑
i=0

E

∥∥∥∥∥∥
∫ 0

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds

∥∥∥∥∥∥
p

+

N∑
i=n+1

E

∥∥∥∥∥∥
∫ αi(ℓ)

αi(0)
ψ

(
ℓ, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds

∥∥∥∥∥∥
p

+E

∥∥∥∥∥∥∥
∫ ℓ

0
ψ(ℓ, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

∥∥∥∥∥∥∥
p

+ E

∥∥∥∥∥∥∥
∫ ℓ

0
ψ(ℓ, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s)

∥∥∥∥∥∥∥
p

+E

∥∥∥∥∥∥ ∑
0<tq<ℓ

ξ(ℓ, tq)Iq

(
ϑ(tq)

)∥∥∥∥∥∥
p

+ E

∥∥∥∥∥∥ ∑
0<tq<ℓ

ψ(ℓ, tq)Jq

(
ϑ(tq)

)∥∥∥∥∥∥
p]
.



A. Khatoon et al. / Filomat 37:24 (2023), 8175–8191 8184

Using the assumptions (H1), (H4), we get

E ∥υ(t)∥p ≤ c′
[
∥Eϑℓ∥p + lp2E ∥ϑ0∥

p + lp1E ∥ϑ1∥
p + Lϱλ + (−αi(0))p/q ãpKp

n∑
i=0

Lp
i bp

i + (αi(ℓ) − αi(0))p/q ãpKp
×

N∑
i=n+1

Mp
i bp

i + lp1 f̃ pℓ1+p/q + Lρlp1ρ̃
pℓ +

r∑
q=1

{
lp2ν̃

p
q + lp1ς̃

p
q

} ]
≤ c + b̃

(
f̃ p + ρ̃p

)
≤ δ1 + δ2

(
f̃ p + ρ̃p

)
⇒ E∥υ̃(t)∥p ≤ (N + 1)

[
δ1 + δ2

(
f̃ p + ρ̃p

)]
,

and

E ∥ϑ(t)∥p ≤ 9p−1
[
lp2E ∥ϑ0∥

p + lp1E ∥ϑ1∥
p + (−αi(0))p/q ãpKp

n∑
i=0

Lp
i bp

i + ℓ
p/qKp

n∑
i=0

Np
i bp

i

{
c + b̃

(
f̃ p + ρ̃p

)}
+ (αi(ℓ) − αi(0))p/q ãpKp

N∑
i=n+1

Mp
i bp

i + ℓ
p
1ℓ

1+p/q f̃ p + Lρlp1ℓρ̃
p +

r∑
q=1

{
lp2ν̃

p
q + lp1ς̃

p
q

} ]
≤ d + γ

(
f̃ p + ρ̃p

)
≤ δ1 + δ2

(
f̃ p + ρ̃p

)
.

Since the function f and ρ satisfy [12, Proposition 1]. Therefore, for each pair of constants δ1 and δ2,
there exists ε > 0 such that, if E ∥z(t)∥p ≤ ε

2 and E
∥∥∥φ̃(t)

∥∥∥p
≤

ε
2 , i.e.,

∥∥∥(z, φ̃)
∥∥∥p
≤ ε, then δ1 + δ2

(
f̃ p +

ρ̃p
)
≤ ε. Therefore, E ∥υ̃(t)∥p ≤ (N + 1)ε, and E ∥ϑ(t)∥p ≤ ε. Thus, we have proved that, if H(ε′) ={

(z, φ̃) ∈ H : ∥z∥p ≤ ε
2 and

∥∥∥φ̃∥∥∥p
≤

ε
2

}
, where ε′ = max {(N + 2)ε, ε} , then G maps H(ε′) into itself. Since

f , ρ are continuous, therefore G is continuous. The complete continuity of G is followed by Arzela-Ascoli
theorem. As H(ε′) is closed, bounded and convex set, therefore by Schauder’s fixed point theorem, G has a
fixed point (z, φ̃) ∈ H(ε′), i.e., G

(
z, φ̃

)
=

(
z, φ̃

)
≡ (ϑ, υ̃). Hence, we have

ϑ(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

n∑
i=0

∫ 0

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

n∑
i=0

∫ t

0
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ(s)ds

+

N∑
i=n+1

∫ αi(t)

αi(0)
ψ

(
t, βi(s)

)
Biβ

(1)
i (s)υ0(s)ds +

∫ t

0
ψ(t, s) f

s, z(s),
N∑

i=0

φ (αi(s))

 ds

+

∫ t

0
ψ(t, s)ρ

s, z(s),
N∑

i=0

φ (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ(tq)

)
. (18)

Thus, ϑ(t) is the solution of the nonlinear system with the control υ(t) satisfying ϑ(ℓ) = ϑℓ which steers the
stochastic system (9) from its initial state y(0) to desired state ϑℓ on [0, ℓ]. Hence the result follows.

5. Optimal Controllability

Consider the Lagrange problem to obtain an optimal state-control pair (ϑ0, υ0) ∈ PC×Uad satisfying [22]

I

(
ϑ0, υ0

)
≤ I (ϑ, υ) , for all (ϑ, υ) ∈ PC ×Uad,
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where ϑ denotes the mild solution of the stochastic system (1) corresponding to the control υ ∈ Uad and

I(ϑ, υ) = E


∫ ℓ

0
K̃

t, ϑ(t),
N∑

i=0

υ (αi(t))

 dt

 . (19)

In order to discuss (19), we assume the following conditions

(H5) The Borel measurable function K̃ : [0, ℓ] × X × Z→ R ∪ {∞} satisfies

(a) For almost all t ∈ [0, ℓ], K̃ (t, ϑ, ·) is convex on Z for each ϑ ∈ X.

(b) For almost all t ∈ [0, ℓ], K̃ (t, ·, ·) is sequentially lower semicontinuous on X × Z.

(c) There exist constants e1 ≥ 0, e2 > 0 and Φ is a non-negative function in L1([0, ℓ],R) such that

K̃

t, ϑ(t),
N∑

i=0

υ (αi(t))

 ≥ Φ(t) + e1 ∥ϑ∥
p + e2 ∥υ∥

p ,

where ∥υ∥p =
N∑

i=0
∥υ(αi(t))∥p .

Theorem 5.1. Let the assumptions (H1)-(H5) hold. If all the hypotheses of Theorem 4.1 are satisfied, then there
exists an optimal state control pair of (1) provided that

5p−1

lp1(N + 1)Kpℓ1+p/q + lp1ℓ
1+p/qµ1 + Lρlp1ℓµ3 + lp2

r∑
q=1

νp
q + lp1

r∑
q=1

ςp
q

 < 1.

Proof. It is enough to show that there exists at least one optimal pair
(
ϑ0, υ0

)
∈ PC × Uad which minimize

I (ϑ, υ) .
If inf {I (ϑ, υ) : (ϑ, υ) ∈ PC ×Uad} = ∞, then result holds trivially. If inf {I (ϑ, υ) : (ϑ, υ) ∈ PC ×Uad} = ϵ0 < ∞,
then there exists a minimizing sequence {(ϑn, υn)} such that I (ϑn, υn)→ ϵ0 as n→∞. Since Uad is a convex
and closed, therefore, sequence {υn

} has a weakly convergent subsequence {υm
} such that υm

→ υ0
∈ Uad by

Marzur lemma. Using Theorem 4.1, for each υm
∈ Uad, there exists a mild solution ϑm of (1),

ϑm(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

∫ t

0
ψ(t, s)

N∑
i=0

Biυ
m (αi(s)) ds +

∫ t

0
ψ(t, s) f

s, ϑm(s),
N∑

i=0

υm (αi(s))

 ds

+

∫ t

0
ψ(t, s)ρ

s, ϑm(s),
N∑

i=0

υm (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑm(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑm(tq)

)
.

Similarly, corresponding to υ0, we have

ϑ0(t) = ξ(t, 0)ϑ0 + ψ(t, 0)ϑ1 +

∫ t

0
ψ(t, s)

N∑
i=0

Biυ
0 (αi(s)) ds +

∫ t

0
ψ(t, s) f

s, ϑ0(s),
N∑

i=0

υ0 (αi(s))

 ds

+

∫ t

0
ψ(t, s)ρ

s, ϑ0(s),
N∑

i=0

υ0 (αi(s))

 dw(s) +
∑

0<tq<t

ξ(t, tq)Iq

(
ϑ0(tq)

)
+

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ0(tq)

)
.
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Using Lemma 2.2 and Hölder’s inequality with the assumptions, we have

E
∥∥∥ϑm(t) − ϑ0(t)

∥∥∥p
≤ 5p−1E

∥∥∥∥∥∥∥
∫ t

0
ψ(t, s)

N∑
i=0

{
Biϑ

m(s) − Biϑ
0(s)

}
ds

∥∥∥∥∥∥∥
p

+5p−1E

∥∥∥∥∥∥∥
∫ t

0
ψ(t, s)

 f

s, ϑm(s),
N∑

i=0

υm(αi(s))

 − f

s, ϑ0(s),
N∑

i=0

υ0(αi(s))


 ds

∥∥∥∥∥∥∥
p

+5p−1E

∥∥∥∥∥∥∥
∫ t

0
ψ(t, s)

ρ
s, ϑm(s),

N∑
i=0

υm(αi(s))

 − ρ
s, ϑ0(s),

N∑
i=0

υ0(αi(s))


 dw(s)

∥∥∥∥∥∥∥
p

+5p−1E

∥∥∥∥∥∥∥∥
∑

0<tq<t

ξ(t, tq)Iq

(
ϑm(tq)

)
−

∑
0<tq<t

ξ(t, tq)Iq

(
ϑ0(tq)

)∥∥∥∥∥∥∥∥
p

+5p−1E

∥∥∥∥∥∥∥∥
∑

0<tq<t

ψ(t, tq)Jq

(
ϑm(tq)

)
−

∑
0<tq<t

ψ(t, tq)Jq

(
ϑ0(tq)

)∥∥∥∥∥∥∥∥
p

≤ 5p−1lp1(N + 1)Kpℓ1+p/q
∥∥∥ϑm
− ϑ0

∥∥∥p

PC + 5p−1lp1ℓ
1+p/q

{
µ1

∥∥∥ϑm
− ϑ0

∥∥∥p

PC + µ2

∥∥∥υm
− υ0

∥∥∥p

Lp
F

}
5p−1Lρlp1ℓ

{
µ3

∥∥∥ϑm
− ϑ0

∥∥∥p

PC + µ4

∥∥∥υm
− υ0

∥∥∥p

Lp
F

}
+ 5p−1lp2

r∑
q=1

νp
q

∥∥∥ϑm
− ϑ0

∥∥∥p

PC

+5p−1lp1

r∑
q=1

ςp
q

∥∥∥ϑm
− ϑ0

∥∥∥p

PC

≤ 5p−1

lp1(N + 1)Kpℓ1+p/q + lp1ℓ
1+p/qµ1 + Lρlp1ℓµ3 + lp2

r∑
q=1

νp
q + lp1

r∑
q=1

ςp
q

 ∥∥∥ϑm
− ϑ0

∥∥∥p

PC

+5p−1
[
lp1ℓ

1+p/qµ2 + Lρlp1ℓµ4

] ∥∥∥υm
− υ0

∥∥∥p

Lp
F

.

Since 5p−1

lp1(N + 1)Kpℓ1+p/q + lp1ℓ
1+p/qµ1 + Lρlp1ℓµ3 + lp2

r∑
q=1
νp

q + lp1
r∑

q=1
ςp

q

 < 1, and
∥∥∥υm
− υ0

∥∥∥p

Lp
F

→ 0, we con-

clude that ϑm
→ ϑ0.

Applying Balder’s theorem (see [7, Theorem 2.1]), we obtain

ϵ0 = lim
m→∞

E


∫ ℓ

0
K̃

t, ϑm(t),
N∑

i=0

υm(αi(t))

 dt


≥ E


∫ ℓ

0
K̃

t, ϑ0(t),
N∑

i=0

υ0(αi(t))

 dt


= I

(
ϑ0, υ0

)
≥ ϵ0.

This completes the proof.

Remark 5.2. The trivial case for N = 0, f and ρ are independent of υ has been considered in the paper [30].

Remark 5.3. For N = 1, if we define
1∑

i=0
Biυ(αi(t)) = B1υ(t) + B2υ(t − b), f (t, ϑ(t),

1∑
i=0
υ(αi(t))) = F(t, ϑa(t), υ(t) +

υ(t − b)), ρ = 0, and taking the autonomous system without impulse effect, has been considered in the paper [3].
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Remark 5.4. If we define
N∑

i=0
Biυ (αi(t)) =

N∑
i=0

Biυ (t − νi) , f
(
t, ϑ(t),

N∑
i=0
υ (αi(t))

)
= 1(t, ϑ(t), υ(t), υ(t− ν1), · · · , υ(t−

νN)), ρ
(
t, ϑ(t),

N∑
i=0
υ(αi(t))

)
= ρ (t, ϑ(t), υ(t), υ(t − ν1), · · · , υ(t − νN)), and taking the non-autonomous system with-

out impulse effect, has been discussed in the paper [1].

6. Applications

In this section, we consider the following examples to illustrate the applicability of the result.

Example 6.1. Consider the following stochastic impulsive system:



ϑ′′(t) = A(t)ϑ(t) + B0υ
(
α1(t)

)
+ B1υ

(
α1(t)

)
+ B2υ

(
α2(t)

)
+ f

(
t, ϑ(t),

2∑
i=0
υ (αi(t))

)
+ρ

(
t, ϑ(t),

2∑
i=0
υ (αi(t))

)
dw(t)

dt
, t ∈ [0, 3], t , tq,

ϑ(t+q ) − ϑ(t−q ) = Iq

(
ϑ(tq)

)
, q = 1, 2, . . . , 10,

ϑ′(t+q ) − ϑ′(t−q ) = Jq

(
ϑ(tq)

)
, q = 1, 2, . . . , 10,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1,

(20)

where

ϑ(t) =
[
ϑ1(t)
ϑ2(t)

]
, υ(t) =

[
υ1(t)
υ2(t)

]
, w(t) =

[
w1(t)
w2(t)

]
, A(t) =

[
1 0
0 1

]
, B0 =

[
1 0
0 0

]
, B1 =

[
1 1
0 0

]
,

B2 =

[
1 1
0 1

]
, f

t, ϑ(t),
2∑

i=0

υ (αi(t))

 = [
f1
f2

]
, ρ

t, ϑ(t),
2∑

i=0

υ (αi(t))

 = [
ρ1 0
0 ρ2

]
,

Iq(ϑ(tq)) =
[

Iq1 0
0 Iq2

]
, Jq(ϑ(tq)) =

[
Jq1 0
0 Jq2

]
,

where

f1 =
υ1(t) + υ1

(
2t
3

)
+ υ1

(
t
3

)
1 + ϑ2

1(t) + ϑ2
2(t)

, f2 =
1

1 + ϑ2
1(t) + ϑ2

2(t)
, ρ1 =

ϑ1(t) cos(ϑ2(t))
1 + ϑ2

1(t) + ϑ2
2(t)

, ρ2 =
ϑ2(t) cos(ϑ1(t))
1 + ϑ2

1(t) + ϑ2
2(t)

,

Iq1 = ϑ1(tq), Iq2 =
ϑ2(tq)

2
, Jq1 = ϑ1(tq), Jq2 = sin(ϑ2(tq)).

The space X = Y = Z = R2, with the Euclidean norm ∥·∥. If P is a matrix, its trace norm is ∥·∥ :=
√

tr(PTP),PT

is the transpose of P. w(t) represents a two dimensional Brownian motion defined on a probability space
(Ω,F ,P) ,with the norm

∥∥∥ϕ∥∥∥ = sup
0≤t≤3

E
(
ϕ(t)

)
< ∞, whereϕ is bounded, F0 measurable, C

(
[0, 3],R2

)
-valued

random variables.
Moreover, for t ∈ [0, 3]

α0(t) = t, α1(t) =
2t
3
, α2(t) =

t
3
.

Consider the following time lead functions:

β0(t) = t, β1(t) =
3t
2
, β2(t) = 3t.
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For t = 3, we have

α2(3) < α1(3) < α0(3) = 3, t ∈ [0, 3].

Here, we take

ψ(t, s) =
[

sin(t − s) 0
0 sin(t − s)

]
, ξ(t, s) =

[
cos(t − s) 0

0 sin(t − s)

]
.

We calculate the controllability Grammian matrix defined in (8) as

W(0, 3) =

2∑
i=0

∫ 3

0
ψ

(
3, βi(s)

)
Biβ

(1)
i (s)

{
ψ

(
3, βi(s)

)
Biβ

(1)
i (s)

}∗
ds

= W0(0, 3) +W1(0, 3) +W2(0, 3). (21)

Here,

W0(0, 3) =

∫ 3

0
ψ

(
3, β0(s)

)
B0β

(1)
0 (s)

{
ψ

(
3, β0(s)

)
B0β

(1)
0 (s)

}∗
ds

=

∫ 3

0

{[
sin(3 − s) 0

0 sin(3 − s)

] [
1 0
0 0

]} {[
sin(3 − s) 0

0 sin(3 − s)

] [
1 0
0 0

]}∗
ds

=

∫ 3

0

[
sin2(3 − s) 0

0 0

]
ds

=

[
1.4739 0

0 0

]
,

W1(0, 3) =

∫ 3

0
ψ

(
3, β1(s)

)
B1β

(1)
1 (s)

{
ψ

(
3, β1(s)

)
B1β

(1)
1 (s)

}∗
ds

=

∫ 3

0

3
2

 sin
(
3 − 3s

2

)
0

0 sin
(
3 − 3s

2

)  [ 1 1
0 0

]
3

2

 sin
(
3 − 3s

2

)
0

0 sin
(
3 − 3s

2

)  [ 1 1
0 0

]
∗

ds

=
9
4

∫ 3

0

[
2 sin2

(
3 − 3s

2

)
0

0 0

]
ds

=

[
6.6324 0

0 0

]
,

and

W2(0, 3) =

∫ 3

0
ψ

(
3, β2(s)

)
B2β

(1)
2 (s)

{
ψ

(
3, β2(s)

)
B2β

(1)
2 (s)

}∗
ds

=

∫ 3

0

{
3
[

sin(3 − 3s) 0
0 sin (3 − 3s)

] [
1 1
0 1

]} {
3
[

sin (3 − 3s) 0
0 sin (3 − 3s)

] [
1 1
0 1

]}∗
ds

= 9
∫ 3

0

[
2 sin2 (3 − 3s) sin2 (3 − 3s)
sin2 (3 − 3s) sin2 (3 − 3s)

]
ds

=

[
26.5314 13.2657
13.2657 13.2657

]
.

Substituting the values of W0(0, 3), W1(0, 3) and W2(0, 3) in (21), we have

W(0, 3) =
[

34.6377 13.2657
13.2657 13.2657

]
,
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which is invertible. Therefore, the deterministic system corresponding to (20)
ϑ′′(t) = A(t)ϑ(t) + B0υ

(
α1(t)

)
+ B1υ

(
α1(t)

)
+ B2υ

(
α2(t)

)
, t ∈ [0, 3], t , tq,

ϑ(t+q ) − ϑ(t−q ) = Iq

(
ϑ(tq)

)
, q = 1, 2, . . . , 10,

ϑ′(t+q ) − ϑ′(t−q ) = Jq

(
ϑ(tq)

)
, q = 1, 2, . . . , 10,

ϑ(0) = ϑ0, ϑ′(0) = ϑ1,

(22)

is relatively controllable.

Since ψ(t, s), ξ(t, s), Bi, i = 0, 1, 2 are bounded. As a result, (H1) is satisfied. Also, the impulse functions Iq
and Jq are bounded and satisfy Lipschitz conditions. Thus, (H4) is satisfied. Further, the nonlinear function
f and ρ satisfy the hypotheses of Theorem 4.1. Hence, the system (20) is globally relatively controllable.

Example 6.2. Consider the following system

∂2

∂t2 ϱ(t, y) =
∂2

∂y2 ϱ(t, y) + b(t)
∂
∂t
ϱ(t, y) + B0υ(t, y) + υ

(
t
2 , y

)
+ υ

(
t
4 , y

)
+ f

(
t, ϱ(t, y), υ(t, y) + υ

(
t
2 , y

)
+ υ

(
t
4 , y

))
+ρ

(
t, ϱ(t, y), υ(t, y) + υ

(
t
2 , y

)
+ υ

(
t
4 , y

)) dw(t)
dt

, y ∈ [0, π], t ∈ [0, 4], t , tq,

ϱ(t, 0) = ϱ(t, π) = 0, t ∈ [0, 4],
ϱ(0, y) = y, y ∈ [0, π],
∂
∂t
ϱ(0, y) = 1 + y, y ∈ [0, π],

ϱ
(
t+q , y

)
− ϱ

(
t−q , y

)
=

∫ tq

0
sin

(
tq − s

)
ϱ(s, y)ds, q = 1, 2, . . . , 5,

∂
∂t
ϱ
(
t+q , y

)
−
∂
∂t
ϱ
(
t−q , y

)
=

∫ tq

0
cos

(
tq − s

)
ϱ(s, y)ds, q = 1, 2, . . . , 5,

(23)

where b : [0, 4]→ R be such that supt∈[0,4] ∥b(t)∥ = b0 and 0 = t0 < t1 < · · · < t4 < t5 = 4. υ(t) is an admissible
control function and w be a standard Brownian motion. f and ρ are continuous functions that satisfy the
assumption of Theorem 4.1, respectively. Set ϱ(t)y = ϱ(t, y) and υ(t)(y) = υ(t, y) for almost every t ∈ [0, π].
We defineV(t) on the space W1(T,C) given byV(t)ϱ(y) = b(t)ϱ′(t). Clearly the operator A(t) = A +V(t) is
a closed linear operator which generates an evolution operator [29].

Let X = L2(T,C), the space of 2-integrable and 2π-periodic functions from R into the set of complex
numbers Cwith the use of identification between functions on T and 2π-periodic functions on R, where T
represents the group defined as the quotient R

2πZ . Also W2(T,C) denotes the Sobolev space of 2π-periodic
and 2-integrable functions ϑ : R→ Cwith ϑ′′ ∈W2(T,C).

Define A(t) = A+V(t),whereV(t) : D(V)(t) ⊆ X→ X is a closed linear operator with D(A)(t) ⊆ D(V)(t)
for all t ∈ [0, 4] and A : X→ X is defined by

Az = z′′ with the domain D(A) :=W2(T,C).

The operator A has normalized eigenvectors en(x) = 1
√

2π
einx corresponding to the eigenvalues −n2, where

n ∈N. Moreover, {en : n ∈ Z} forms an orthogonal basis for X. Thus, we have

Az =
∑
n∈Z

−n2
⟨z, en⟩ en, z ∈ D(A).

Clearly, A is the infinitesimal generator of cosine family ξ(t) defined as

ξ(t)z =
∑
n∈Z

cos nt ⟨z, en⟩ en,
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associated with the sine family

ψ(t)z =
∑

n∈Z,n,0

sin nt
n
⟨z, en⟩ en + t ⟨z, e0⟩ e0.

Now, define Z =
{
υ : υ =

∞∑
n=2
υnen(x)

∣∣∣∣ ∞∑
n=2
υ2

n < ∞

}
with norm ∥υ∥ =

(
∞∑

n=2
υ2

n

)1/2

.

Define the operator B0 : Z → X by B0υ = (Bυ) (t), where B ∈ L(Z,X) be such that Bυ(t) = 2υ2(t)e1(x) +
∞∑

n=2
υn(t)en(x). Collecting these definitions, it is clear that the control system (23) can be represented in the

abstract form (1). Furthermore, it is easy to check that all the assumptions of Theorem 4.1 are fulfilled.
Therefore, the nonlinear system (23) is globally relatively controllable on [0, 4].

7. Conclusions

This paper is concerned with the relative controllability of a non-autonomous stochastic impulsive dif-
ferential equation with variable delays in control. We have given sufficient condition for the controllability
of the corresponding linear system using the controllability Grammian operator. We have used Schauder’s
fixed point theorem, Arzela -Ascoli theorem, stochastic analysis and controllability of the linear system to
achieve the sufficient conditions for relative controllability of the nonlinear system. The above work can be
extended for the fractional-order non-autonomous system.

References

[1] A. Afreen, A. Raheem, A. Khatoon, Controllability of a second-order non-autonomous stochastic semilinear system with several delays in
control, Chaos Solitons Fractals 155 (2022), 111763.

[2] A.A. Chikrii, I.I. Matichin, Presentation of solutions of linear systems with fractional derivatives in the sense of Riemann-Liouville, Caputo
and Miller-Ross, J. Autom. Inf. Sci. 40 (2008), 1–11.

[3] A. Haq, N. Sukavanam, Controllability of second-order nonlocal retarded semilinear systems with delay in control, Appl. Anal. 99 (2019),
2741–2754.

[4] A. Kumar, M. Muslim, R. Sakthivel, Controllability of the second-order nonlinear differential equations with non-instantaneous impulses,
J. Dyn. Control Syst. 24 (2018), 325-–342.

[5] A. Pazy, Semigroups of linear operators and applications to partial differential equations, Springer-Verlag, New York, 1983.
[6] B. Grebenshchikov, A. Lozhnikov, Stabilization of some systems with constant delay. IFAC-PapersOnLine 51 (2018), 105–109.
[7] E. Balder, Necessary and sufficient conditions for L1-strong-weak lower semicontinuity of integral functional, Nonlinear Anal. 11 (1987),

1399–1404.
[8] G. Da Prato, J. Zabczyk, Stochastic equations in infinite dimensions, Cambridge University Press, 1992.
[9] H. Leiva, Controllability of semilinear impulsive nonautonomous systems, Internat. J. Control 88 (2015), 585–592.

[10] H.R. Henriquez, Existence of solutions of non-autonomous second-order functional differential equations with infinite delay, Nonlinear
Anal. 74 (2011), 3333–3352.

[11] H. R. Henrı́quez, Existence of solutions of non-autonomous second order functional differential equations with infinite delay, Nonlinear
Anal. 74 (2011), 3333–3352.

[12] J.P. Dauer, Nonlinear perturbations of quasi-linear control systems J. Math. Anal. Appl. 54 (1976), 717–725.
[13] J.P. Dauer, N.I. Mahmudov, Controllability of stochastic semilinear functional differential equations in Hilbert spaces, J. Math. Anal.

Appl. 290 (2004), 373-–394.
[14] J. Klamka, Controllability of semilinear systems with multiple variable delays in control. Mathematics 8 (2020), 1955.
[15] J. Klamka, Controllability of dynamical systems, Kluwer Academic Publishers, Dordrecht, 1991.
[16] K. Balachandran, J. Kokila, J.J. Trujillo, Relative controllability of fractional dynamical systems with multiple delays in control, Comput.

Math. Appl. 64 (2012), 3037–3045.
[17] L. Zhou, X. Liu, Mean-square exponential input-to-state stability of stochastic recurrent neural networks with multi-proportional delays,

Neurocomputing 219 (2017), 396–403.
[18] L.C. Evans, An Introduction to stochastic differential equations, American Mathematical Society, 2013.
[19] M. Benchohra, J. Henderson, S. Ntouyas, Impulsive differential equations and inclusions, Hindawi Publishing Corporation, New

York, 2006.
[20] M. Benchohra, F. Bouazzaoui, E. Karapinar, A. Salim, Controllability of second order functional random differential equations with delay,

Mathematics 10 (2022).
[21] P. Balasubramaniam, S.K. Ntouyas, Controllability for neutral stochastic functional differential inclusions with infinite delay in abstract

space, J. Math. Anal. Appl. 324 (2006), 161–176.



A. Khatoon et al. / Filomat 37:24 (2023), 8175–8191 8191

[22] R. Dhayal, M. Malik, S. Abbas, A. Debbouche, Optimal controls for second-order stochastic differential equations driven by mixed-
fractional Brownian motion with impulses, Math. Methods Appl. Sci. (2020), 1–18.

[23] R. Haloi, Approximate controllability of non-autonomous nonlocal delay differential equations with deviating arguments, Electron. J.
Differential Equations 111 (2017), 1–12.

[24] R. Sakthivel, Y. Ren, N. I. Mahmudov, Approximate controllability of second order stochastic differential equations with impulsive effects,
Modern Phys. Lett. A 24 (2010), 1559–1572.

[25] S. Das, D.N. Pandey, N. Sukavanam, Approximate controllability of a second-order neutral stochastic differential equation with state-
dependent delay, Nonlinear Anal. Model. Control 21 (2016), 751–769.

[26] S. Wionowsky-Kreiger, The effect of an axial force on the vibration of hinged bars, J. Appl. Mech. 17 (1950), 35–36.
[27] T. Yang, Impulsive Systems and Control: Theory and Applications, Springer-Verlag, Berlin Germany, 2001.
[28] U. Arora, N. Sukavanam, Approximate controllability of second-order semilinear stochastic system with nonlocal conditions, Appl. Math.

Comput. 258 (2015), 111–119.
[29] V. Singh, R. Chaudhary, D.N. Pandey, Approximate controllability of second-order non-autonomous stochastic impulsive differential

systems, Stoch. Anal. Appl. 39 (2021), 339–356.
[30] V. Singh, R. Chaudhary, D. N. Pandey, Approximate controllability of second order non-autonomous stochastic impulsive differential

systems, Stoch. Anal. Appl. 39 (2020), 339–356.
[31] V. Vijayakumar, R. Murugesu, Controllability for a class of second-order evolution differential inclusions without compactness, Appl.

Anal. 98 (2019), 1367–1385.
[32] W. E. Fitzgibbon, Global existence and boundedness of solutions to the extensible beam equation, SIAM J. Math. Anal. 13 (1982), 739–745.
[33] W. Hu, Q. Zhu, H. R. Karimi, Some improved Razumikhin stability criteria for impulsive stochastic delay differential systems, IEEE

Transactions on Automatic Control 64 (2019), 5207–5213.
[34] W. Hu, Q. Zhu, Stability criteria for impulsive stochastic functional differential systems with distributed-delay dependent impulsive effects,

IEEE Transactions on Systems, Man, and Cybernetics: Systems 51 (2021), 2027–2032.
[35] W. Hu, Q. Zhu, Moment exponential stability of stochastic delay systems with delayed impulse effects at random times and applications in

the stabilization of stochastic neural networks, Internat. J. Control (2019), 1—18.
[36] X. Fu, Q. Zhu, Exponential stability of neutral stochastic delay differential equation with delay-dependent impulses. Appl. Math. Comput.

377 (2020), 125146.
[37] X. Li, J. Wu, Stability of nonlinear differential systems with state-dependent delayed impulses, Automatica 64 (2016), 63–69.
[38] X. Su, X. Fu, Approximate controllability for semilinear second-order stochastic evolution systems with infinite delay, Internat. J. Control

93 (2018), 1558–1569.
[39] Y. Zhao, L. Wang, Practical exponential stability of impulsive stochastic food chain system with time-varying delays, Mathematics 11

(2023), 147.


